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Juan O. Talavera

This series of articles is an attempt to provide to the clinical care physician a tool for better interpreting their day-to-day observations in order to solve the patients’ health problems. This way, he will not depend on others’ interpretation and he will also be able to identify unintended or intended misinterpretations that are observed in scientific publications. The series begins with a description of different approaches, out of which two have to be highlighted: the architectural approach, which is based on clinical judgment in order to describe the causality phenomenon and the process studies (diagnosis); and the hierarchical approach, the axis of which is the quality of information and where four basic designs are shown: the clinical trial, the cohort, the case-control design and the cross-sectional survey. Additionally, a strategy is referred, which allows for us to understand the reasons for the statistical testing and the size of the sample, followed by the difference between statistical significance and clinical relevance, with the latter determining the usefulness of the maneuver. Then, the systematic search procedure is described, a strategy aimed to find, in a fast and orderly manner, articles able to answer questionings generated in clinical care routine. The supplement concludes with a pair of examples: the first one, which integrates the elements proposed to be essential for a structured review of literature and the second one, which shows the combination of the architectural and the hierarchical models.
Preface

Importance of the Dialogue Between Clinical Practice and Scientific Research

Alberto Lifshitz

Even though clinical practice is nourished by the results of scientific research and the latter is fed by the needs in clinical practice, the truth is that in recent times these two worlds have grown inconveniently apart. One seems to be the world of science and other the world of clinical practice. Even in the curricular structures of medical training, two clearly defined stages are differentiated: basic sciences and clinical disciplines, to such a degree that they appear as if they were two separate careers. All curricular programs have to make use of integrative activities since they are often seen as separate compartments. Furthermore, in many schools, basic science teachers are not clinicians anymore, but biologists or chemists; hence, they lack the perspective of the physician’s professional practice, and many clinical teachers have forgotten, if not disregard or fear, basic sciences. Today, new basic sciences such as epidemiology, statistics, and communication and information technology have been added, and a trend towards getting out of the basic-clinical dichotomy and endeavor into the essential-applied dichotomy is rather perceived (Bandiera G, Boucher A, Neville A, Kuper A, Hodges B. Integration and timing of basic and clinical sciences education. Med Teach. 2013;35(5):381-7. doi: 10.3109/0142159X.2013769674. Epub 2013 Feb 27). Moreover, clinical practice is at risk of becoming an empirical, reflex, stereotyped activity when it drifts away from science, even from the so-called clinical science.

The movement of clinical epidemiology represented a change in the way the archetypal activity of physicians is seen by incorporating methods that are characteristic of science not anymore to the inquiry of basic aspects of medicine, but to clinical practice itself, and not only as a strategy for the generation of knowledge, but to take care of patients more adequately. From this proposal, many methodological advances emerged, several of which were grouped within evidence-based medicine. One of the most important achievements for the care of patients has been precisely the implementation of these methods in the search of better solutions for the diseased. This supplement is a contribution in this sense and not necessarily for the training of investigators but for the training of better physicians that integrate research activities to their routine clinical practice. Ultimately, patient care is an appropriate space for this integration of complementary visions: there is where the research needs to arise and there is where the results arrive as better solutions than the previous ones.
Evidently, traditional training of physicians does not cover sufficiently this ability to identify problems in daily routine that should be addressed using science, or to look for the appearance of solutions for their timely implementation, and even less the ability to judge the validity and reliability of everything that is published and disseminated. Unfortunately, the excess of information is riddled with pseudoscience, whether publicity appearing to be scientific information or well-intentioned results but with methodological flaws. Those who take care of patients should at least be able to tell apart the valuable from the superfluous, the promotional from the scientific, the applicable from the theoretical, the reliable from the questionable, and the valid from the non-valid information. The basic input for medical care is, certainly, information, and therefore, it has to have quality.

But clinical practice is also an appropriate setting for the creation of knowledge. The problem is that the motivation, discipline, curiosity or methodology required to make this potentiality effective are not widespread enough. This supplement is, therefore, a valuable tool to awaken the scientist clinicians carry within and to pour this capacity to the benefit of their patients and the progress of the profession. Much has been debated on whether clinical practice is a science or not. What we are able to state is that it is a space where knowledge generated by science can be put to test, a territory wherein scientific research needs emerge, an activity that follows a similar inquiry methodology to that of science, and a setting where patient-centered research can certainly be developed.

It is true that there are many and very good texts on research methodology and scientific literature critical analysis, but this supplement has the advantage of being aimed at those who are responsible for the care of patients in an institution like the Instituto Mexicano del Seguro Social, and it is written by healthcare professionals who have this kind of experience, in addition to their methodological training, which was focused on clinical research as well. The potentiality for finding questions that can be addressed by means of research and pursuing the results of investigations in order to apply them at the appropriate time on everyday patients has been poorly exploited. This Revista Médica del IMSS supplement is a tool to move forward along this path.
Medical Practice and Clinical Research: Keys to Generate Knowledge and Improve Healthcare

Carla Martínez Castuera-Gómez, Juan O. Talavera

Researching, creating and sharing knowledge are amongst the noblest activities that human beings can engage in, since their goal is invariably to improve the condition of life in general. This generosity is more evident in the field of medicine, since research results determine the quality of life that healthy people, as well as those affected by some disease, will have. Therefore, the importance of research in the medical area lies in its inherent social responsibility.

In view of the latter, this reflection seeks to contribute to the idea that it is possible to assume such responsibility when healthcare staff maintains a symbiotic relationship between medical practice, clinical research activities, and the publication of medical knowledge.

From Clinical Practice to the Generation of Knowledge

The process of medical knowledge generation may improve medical care quality when it begins in medical practice, it is enriched by clinical research and it ends up with its publication.

Medical practice can be understood as the strategy routinely followed by the physician when choosing the best care alternatives —within her means of knowledge and resources— in order to treat a specific health condition. When the physician faces situations that she is not able to solve in the usual way, she reaches the point to start generating medical knowledge.

The first step in this process is taken when the doctor poses a question trying to solve a problem arising from his professional practice, whether trying to establish a diagnosis, estimating the prognosis or deciding the cause of the problem or a better treatment. Questioning is a skill that physicians develop almost naturally. Routine activities like physical examination, history taking or review, prescription of a different drug upon complications or persistence of diseases, among others, involve a questioning. This questioning is followed by the search for causes, comparison of cases, and identification of irregular conditions, in order to make decisions on the best treatment for a certain health condition. Questioning, answering and deciding are inherent tasks to the medical profession, such as the creation of knowledge. When the physician gets involved in academic and research activities in parallel to his professional practice, questioning and assertive decision-making skills are refined and sharpened.
In consequence, physicians who do not engage in research are wasting the opportunity to develop their professional skills and are neglecting their social responsibility by not using their knowledge and capabilities, in order to improve people’s quality of life. Moreover, the development of clinical research must be included as a requirement in the design of healthcare systems and, therefore, administrative and medical tasks must exist in order to facilitate its execution.

The next step in the generation of medical knowledge is the search for answers consulting and critically analyzing specialized literature. The importance of this step is that it reduces the risk of investing time and human, financial and physical resources searching for answers to questions already posed, or even worse, ending up with inconclusive answers or answers that have already been proposed. Furthermore, comprehensive and critical review of literature is crucial because it ensures for the manuscript to be original and innovative, with appropriate scientific support and high feasibility estimation. When these factors are contained in a manuscript, it is more likely that it has accurately solved the posed question and that it will be able to turn into publication material, due to the relevance of the generated knowledge.

This step appears to pose two challenges: access to the sources of information and selective search. Actually, the challenge is only one: knowing how to search. Internet and PubMed are powerful sources of readily accessible information to all physicians, but if the use of search parameters is not known, they become an endless reservoir of low quality information that discourages research. For this challenge, a simple solution is proposed: teaching selective search strategies and constantly putting them into practice. This proposal is an aspect in which medical and administrative personnel can influence in order to maintain the medical practice-clinical research-publication symbiosis.

The third step in the medical knowledge generation process is to design and execute the clinical research protocol. The development, the contents, the characteristics and the execution of a protocol are widely discussed topics beyond the scope of this reflection, whose central interest is to state that medical knowledge is generated when clinical research is able to propose an answer to a question arising from medical practice. Nevertheless, it is important to emphasize that clinical research and the development of the protocol should follow quality control strategies in order to safeguard both methodological strictness and participating patients. This is achieved with the inclusion and observance of minimum ethical principles. Involvement of ethics committees, international registration of clinical trials, peer reviews and editorial boards counseling are some of the mechanisms to supervise adherence to ethical principles that warrant the development of quality research.

The execution of the research protocol generates an answer to the question. Even though the answer may be different from that what was inferred or expected, there is certainty that it was obtained collecting and testing evidence. Regardless of the answer, the fourth step of the process begins, and the time to select a journal to publish the obtained information.

Currently, there is a trend to select a journal considering mainly its impact factor: “today, too many of our postdocs believe that getting a paper into a prestigious journal is more important to their career than doing the science itself”.

However, this decision should be based on the audience to whom the information is directed, the accessibility readiness offered by the journal to medical audiences, publishing requirements, and, ultimately, the impact factor. This order of selection priorities is ideal if the main objective of publishing is to disseminate clinical research results and encourage physicians to integrate them in their daily practice, in order to improve their practice and care.

Moreover, this order of priorities relieves the pressure imposed when trying to get published in a journal with impact factor and suppresses frustration when that is not achieved. Although academic systems rely on parameters such as the impact factor for the assessment of scientific productivity, in the local setting, there is the possibility of creating assessment mechanisms and incentives that promote the publication of medical knowledge in prestigious journals that are easily accessible and widely available to the medical community, regardless of the impact factor. In our country, and especially in our Institution, the Revista Médica del Instituto Mexicano del Seguro Social is a unique and privileged space that has to be considered in order to encourage publication of medical knowledge.

According to an editorial published in “Proceedings of the National Academy of Sciences,” numerous postdoctoral students state that they would choose publishing their academic work in their favorite journals, those in which they find writings they enjoy reading, if they were not assessed based on the impact factor. Moreover, if —as it has been argued— published medical knowledge allows for the best practices to be shared and promoted, then, the selection of the journal to publish should not be defined solely by the impact factor.

Taking this into account, it would seem convenient to promote publication of knowledge resulting from clinical practice research, in readily accessible journals, since this characteristic will favor its application in the medical area. For example, publishing in local
journals increases the likelihood that the reader knows the author and vice versa. This could be an important stimulus to encourage more physicians, who perceive themselves on the same level as the authors, to feel attracted to create and share their knowledge through the process to generate knowledge. Furthermore, physicians who read knowledge published by colleagues may be more likely to integrate it into their own practice if the author is a person they respect, partly because the readers have the possibility of discussing with the author and because they are certain that the author knows the conditions of their medical service or, at least, their local or national circumstances. Such knowledge is perceived with authority and not as an imported recipe that cannot be applied to local circumstances. Selecting this kind of journals reduces the temptation to distort the results or the information in order to get published, contrarily when the publication is sought in a high-impact factor journal.1

Finally, if we remember that researching is an act of social responsibility, the selection of the journal for publishing should not be made based on prestige but on the possibility of sharing knowledge. Therefore, promoting the improvement of medical practice is directly related to the promotion of publishing medical knowledge based on clinical research. The more integrated the medical activity into clinical research is, with the resulting publication of the generated medical knowledge, the greater the chances of influencing on medical care improvement will be, thus closing the virtuous circle of knowledge generation.

So far, we have tried to support the argument that the medical practice-clinical research-publication relationship has an impact on the quality of medical care. Like other authors, we believe that clinical research by itself has three positive effects:3,6

1. Patients who participate in a clinical research project receive better quality of care.
2. The physician’s motivation and satisfaction at work increase.
3. Health systems benefit from the efficacy and efficiency shown by both physicians in their practice and patients in their treatment.

However, it is publication and dissemination of clinical research-derived knowledge that assures these benefits will be extended and reproduced by means of the medical practice-clinical research-publication relationship. The described pathway is ideal for maintaining this symbiosis and influencing on the improvement of healthcare. However, unfortunately, this is not the path that is always followed. It is possible, and more often than desirable, to find unoriginal or poorly substantiated and inconclusive clinical research publications, with very low quality control and, sometimes, disregarding relevant ethical principles. The consequences have not been negligible: eroded credibility of some journals; lack of interest in publishing knowledge, generated by clinical research and in conducting research; non-updating of physicians and a tendency to reduce their practice effectiveness; as well as low or non-existent creation of knowledge applicable to the patient’s ailments.

Conversely, when the process to generate knowledge originated in clinical practice and clinical research is followed in an orderly manner, a virtuous environment is generated, and it stimulates the medical practice-clinical research-publishing symbiosis. A physician involved in medical care that performs clinical research and crystallizes the process with the publication in journals that are accessible to her colleagues becomes an authority and a role model. Anyone who solves the needs of medical practice through clinical research develops good care habits and makes it easy for this attitude to be reproduced among the healthcare personnel she works with. In summary: an immediate improvement in the care of patients is estimated.

Conclusions

The impossibility of a physician to address part of his social responsibility by not getting involved on academic and research activities could be considered overwhelming. However, there is no reason for such an interpretation when it is understood that the responsibility of this professional is the generation of medical knowledge and its use for the improvement of patient care. It is the responsibility of administrative personnel and healthcare systems designers to promote favorable environments to engage physicians in clinical research and publish their results. With this in mind, there are four aspects that are worth thinking of:

• Not all medical practice should become research material, but all research must turn into decision-making material in clinical practice.
• Training in information search techniques and adequate analysis of literature are simple and inexpensive alternatives that will help doctors to refine their questioning and decision-making skills in favor of better patient care. Evidently, this requires basic training that allows assessment of quality information and preventing its acceptance without critical reflection.
• Support to the publication and dissemination in local medical journals can be a mechanism for
stimulating the medical practice-clinical research-publication symbiosis.

- The creation of a favorable environment for physicians to conduct clinical research is an opportunity for healthcare systems administrators and decision-makers to facilitate the generation of medical knowledge that impacts on the quality of care.

Consequently, stimulating academic and research activities in discussion sessions between physicians and residents is suggested, since literature search tools and critical analysis are thereof transmitted, in order to solve questions arising from medical practice. Since many healthcare centers are also teaching centers, this task would only imply time organization, setting up a classroom or a meeting room with computing equipment, access to Internet and interactive communication systems, which allow for real-time medical literature searches and promote communication between physicians from different healthcare centers.

Finally, the promotion and support to local journals can be achieved if physicians ask for those publishing spaces to be opened, and, at the administrative level, if their production and distribution is facilitated.

Knowledge that is generated but not shared is useless knowledge because there is no possibility of applying, reproducing and improving it. Publication is the most powerful mechanism to share knowledge since, on one hand, it forces its generators to structure and order it in an accessible way and, on the other hand, because publishing crystallizes knowledge for its recall and consultation. The publication of medical knowledge, supported by medical practice and clinical research, is useful knowledge that will allow improvement of medical care quality and the fulfillment of the social responsibility inherent to medicine.
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I. Research Designs

Juan O. Talavera

Clinical research takes care primarily of the study of groups of diseased individuals in order to establish a diagnosis, estimate a prognosis and start a treatment. With this purpose, it uses the scientific method from different points of view: architectural, which is divided in cause-effect and process studies; methodological, which includes clinical trials, cohort–case-control–studies and surveys; and by objectives, which comprised diagnostic test, prognosis and treatment studies, as well as risk factors or etiologic agent studies. These designs are considered to be primary, i.e., they use information obtained directly from the subject under study; however, there are other that use information from primary studies, which are known as secondary or integration designs.

**Key words**
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This article was originally published in Rev Med Inst Med Seguro Soc 2011; 49 (1): S3-S8 and it has been reviewed for this issue.

Introduction

Clinical research, known as clinical epidemiology—a term that under the current sense was quoted by Alvan R. Feinstein (previously, it had been used by John R. Paul, to refer to what we currently know as social epidemiology and community-based medicine)—takes care of the study of groups of individuals in order to obtain decision-making evidence in patient care; i.e., it deals with the study of the structure and function of research performed in diseased subjects. However, sometimes it overlaps with classical epidemiology and studies the subject before the development of the disease. On the other hand, knowledge acquired in clinical epidemiology applies to the patient as an individual entity, whereas in most cases, knowledge obtained in classical epidemiology applies to a group of subjects.

The research method in clinical epidemiology is unique and it is consistent with the scientific method. However, for educational purposes, classifications have been made from different points of view, out of which three are the most common.

The first one, called *architectural*, is based on the most accurate description of the real event and includes cause-effect and process studies. The second one, known as *methodological*, is characterized for hierarchically categorizing the quality of the information obtained from the groups under study; it comprises clinical trials, cohort–case-control–studies and surveys. The third one uses the purpose it entails in everyday clinical practice and is known as *approach by objectives*; it is divided in diagnostic, prognostic, treatment and risk factors or causative agent (causality) studies.

Studies not considering a maneuver imposed by the investigator and that, therefore, are not experiments but observations, follow the principles of the scientific method and replace the experimental maneuver with a naturally-occurring or an imposed maneuver with purposes unrelated with the research.

Architectural Approach

When we talk about cause-effect studies, we refer to the change suffered in the subject’s baseline state when receiving a maneuver, for example: when estimating, in a previously healthy patient (baseline state) who suffers a head injury (observational maneuver), the probability of dying or being left with sequels (outcome); or when assessing, in a patient with headache (baseline state), if a prescribed analgesic (maneuver) reduced the pain (outcome). This means that cause-effect studies not only include the search
for an etiologic agent or risk factor, but also for prognostic factors and even therapeutic actions. On the other hand, process studies assess the quality of procedures, either by comparing the procedure to be analyzed with a standard or with another execution of it; for example: to estimate the sensitivity and specificity of neck ultrasound (procedure under study) it is compared in patients with carotid obstruction (against carotid arteriography). In cases without gold standard, the study is compared with another execution of the same study assessing the same lesion by two radiologists in order to evaluate the coincidence beyond that expected by chance (Figures 1 and 2).

Methodological Approach

Based on the quality of the obtained information, the methodological approach attempts to hierarchically categorize the different designs in a way that it allows for deciding which study on the same matter is more reliable by being less likely to have biases present and, therefore, in which the decisions related with patients should be based.

It is important to consider that designs in lower hierarchical levels carried out adequately can outperform others with higher levels but poorly structured; furthermore, studies at lower hierarchical levels may be sufficient to answer a research question; moreover, not rarely, these are the only ones that can be performed.

In the description of the designs it is necessary taking into account four basic characteristics and the measurement of the outcome occurrence.

Basic Characteristics

1. Imposition or not of a maneuver with research purposes. A study is considered experimental if the maneuver was imposed by the investigator, and observational when such maneuver is natural (e.g., the presence of some disease) or imposed with purposes unrelated with the research (smoking, alcoholism, etc.).

2. Follow-up of the patient over time or not. A study is considered to be longitudinal when the patient is assessed in some of his/her characteristics of interest over time (more than once); in most cases, the change from baseline state to that of the result or outcome is referred, for example: follow-up of a group of physicians with no history of ischemic heart disease (baseline state) for five years and measurement of the onset of coronary heart disease during this period (outcome). The research is cross-sectional when the patient is assessed in a stationary manner (only on one occasion), for example: measurement of hypertension in a group of diabetic patients trying to find an association of lack of metabolic control with hypertension. While longitudinal studies allow for the assessment of different factors as sources of change from baseline to the subsequent state with certainty of the temporality of exposure to them, in transversal studies, often there is no certainty of a temporal relationship, even when associations are established between variables where which is the maneuver and which the outcome is artificially assumed.

3. Directionality in the collection of information. A study is prolective when the collection of information relates to the baseline state, as well as to the maneuver and the outcome. It is performed in real time with investigational purposes, i.e., simultaneously with the exposure to the maneuver and the occurrence of the outcome. It is retrolective when the information is obtained once the exposure to the maneuver and the outcome have occurred. It is possible for a study to be retro-prolective if at the moment at which the information is obtained the maneuver has already occurred, but not yet the

---

**Figure 1** A cause-effect study seeks to establish the association between the maneuver and the change in the subject’s baseline state, which generates a result. Three components must be considered: the subject’s baseline state, the principal maneuver and the outcome or result; according to the question, the comparative maneuver may be necessary or not.
Process studies try to assess the reliability of the procedure, for which input information (substrate) is required, as well as the execution of a procedure to be compared with the gold standard or with other execution of the procedure, which yields as a result output information.

Figure 2

<table>
<thead>
<tr>
<th>Input information</th>
<th>Procedure (carotid ultrasound)</th>
<th>Gold standard (carotid arteriography)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(patient with transient cerebral ischemia)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2 Process studies try to assess the reliability of the procedure, for which input information (substrate) is required, as well as the execution of a procedure to be compared with the gold standard or with other execution of the procedure, which yields as a result output information.

result, and therefore, its measurement is performed at the moment it occurs (Figure 3).

4. Search or not for an association between two variables. A study is descriptive when the purpose is to show the range of characteristics of the group under study. Frequently, the results of descriptive studies are used for comparative purposes; for example: when the prevalence of certain disease in a given population is compared with the prevalence of the same disease in a previously analyzed population. Conversely, a study is comparative when the association between the maneuver and the outcome or between a standard and the quality of a product or procedure (when it is a diagnostic study) is searched. An example of a comparative study is the search for association between obesity (natural maneuver) and insulin resistance (outcome), or when comparing an acute cholecystitis ultrasonographic diagnosis (procedure) with surgical findings (gold standard).

Basic Designs

Hierarchical order, assigned by the quality of the obtained information, places the clinical trial at first place, since it allows for information to be obtained directly and with control over the maneuver and, consequently, with the least amount of errors. It is followed by the cohort study, then the case-control study and, finally, the survey.

The clinical trial is characterized for being a prospective and longitudinal study, where the application of the maneuver (experimental) to which the change in the baseline state wants to be attributed (comparative) is planned; a clinical trial is experimental when it has a comparative group, with randomization to the maneuver and blinded assessment of the outcome. However, sometimes there is no comparative group available, and baseline state is the characteristic that has to be compared with the result (before-and-after study), or randomization of the maneuver or a blinded assessment of it are impossible to perform, which defines the clinical trial as being quasi-experimental. The clinical trial can be defined as an experimental cohort, since it has all the characteristics of a cohort with allocation of the maneuver. Being a longitudinal study, it allows for the incidence to be estimated as a measure of occurrence of the disease.

The cohort is the ideal design among observational studies. It is characterized for having a group of subjects selected according to common characteristics at a given moment and that are followed over time in some of their characteristics (longitudinal), where the collection of information (prospective, retrospective or retro-prospective) may or may not coincide with the occurrence of the maneuver or the result, and in which the association between the maneuver and the result is always sought (comparative). Even when the design may be retrospective, a situation in which it is termed historical cohort, the direction goes from the cause (maneuver) to the effect (result). For example, a prognostic study can be conducted to find out which
stroke patients will die within the first few days after the event, for which the information on the charts of all patients admitted to the hospital during the year preceding the study is reviewed; since the maneuver (characteristics present within the first hours of the stroke, known as prognostic indicators) and the result or outcome have already occurred (death within the first seven days of the event), it is a retrolective study; however, the analysis and capture of data should be done with all patients, starting with clinical manifestations present at admission and then measuring the outcome. Unlike case-control studies, which may cover these same characteristics, the cohort provides information of all the patients that suffered the stroke during the year and, therefore, the incidence of the outcome is available, whereas in case-control studies, the whole population is not available but rather an artificial rate of case-controls is used, as outlined below.

Conversely to the aforementioned designs, the case-control design is characterized for going from the effect to the cause. It starts with a group of subjects with the outcome of interest (result), which corresponds to the cases, and a witness group that did not suffer the outcome (controls) is selected; afterwards, the association between the maneuver and the outcome (comparative) is searched. Therefore, it is a retrolective and observational study. There is controversy regarding the follow-up of variables or not, with some authors considering this to be a cross-sectional study, since all the information is obtained at one time-point, whereas for others, it is longitudinal because a recapitulation of the maneuver temporality is feasible until the moment of the outcome. In this design, there is no outcome occurrence measurement; there is simply an artificially-created case control relation.

The survey is the simplest among observational designs but also the most limited in its assertions; it is carried out on a representative sample of the study population and the most common objective is outlining the population characteristics (descriptive); however, it can also be used to establish an association between two or more variables (comparative). Frequently, it is impossible to determine whether the maneuver precedes the outcome, since the gathering of information happens after both the maneuver and the outcome have occurred (retrolective) and at one single time (transversal). Unlike case-control studies, there is no predetermined ratio of the number of cases and controls; in fact, there is no selection of the population based on the outcome, but instead, once the population is selected (whatever the criteria are), exposure to the maneuver, which in this case is observational, and the
Table I Designs according to the methodological approach

<table>
<thead>
<tr>
<th>Design</th>
<th>EXP/OBS</th>
<th>LONG/TRANS</th>
<th>PROL/RETROL</th>
<th>COMP/DESC</th>
<th>MEASURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical trial</td>
<td>Experimental</td>
<td>Observational</td>
<td>Protective</td>
<td>Comparative</td>
<td>Incidence</td>
</tr>
<tr>
<td>Cohort</td>
<td>Observational</td>
<td>Longitudinal</td>
<td>Prol/Retrol/RP</td>
<td>Comparative</td>
<td>Incidence</td>
</tr>
<tr>
<td>Case-control</td>
<td>Observational</td>
<td>Long/Trans</td>
<td>Retrolective</td>
<td>Comparative</td>
<td>Prop. C-C</td>
</tr>
<tr>
<td>Survey</td>
<td>Observational</td>
<td>Transversal</td>
<td>Retrolective</td>
<td>C/D</td>
<td>Prevalence</td>
</tr>
</tbody>
</table>

The methodological approach considers four features: 1. Imposition or not of the maneuver for investigational purposes: experimental (EXP) or observational (OBS) study, respectively. 2. Patient follow-up (LONG) or not (TRANS) over time. 3. Directionality in the collection of information: protective (PROL), retrolective (RETROL) and retro-prolective (RP). 4. Search or not of association between two or more variables: comparative (C) and descriptive (D), respectively. Measurement of outcome occurrence (MEASURE), either through incidence, prevalence, or simply the case-control ratio (C-C ratio).

Outcome are measured. Therefore, the obtained result is the prevalence of the outcome.

Table I summarizes the distinctive characteristics of each design. It is worth mentioning that there are combinations of these designs and sometimes it is difficult defining them.

Approach by Objectives

The approach based on clinical practice is the one that we are more used to; furthermore, in it, it is possible to distinguish the largest difference between clinical epidemiology and classical epidemiology. In clinical epidemiology, which studies groups of patients, the primary objective is to solve an already existing problem in a group of people for which a diagnosis must be established (diagnostic study), a prognosis has to be estimated (prognostic studies) and a therapeutic maneuver has to be initiated (experimental or quasi-experimental clinical trial). However, as we mentioned earlier, it is common for clinical epidemiology to overlap with classical epidemiology and to address risk factors problems, such as cardiovascular disease (risk factors or etiologic agent study, the latter when the agent is single).

Complementary Studies

So far, we have mentioned only studies that use primary information; however, there is a group known as “integration studies,” characterized by the pooling of data obtained in primary studies. These comprise four designs: review studies (meta-analyses and systematic reviews), clinical practice guidelines, decision analyses and economic analyses.
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II. Process Studies (Diagnostic Test)

Juan O. Talavera, Niels H. Wacher-Rodarte, Rodolfo Rivas-Ruiz

Introduction

Part 1 of this series [Rev Med Inst Seguro Soc 2011; 49(1):53-58] mentioned the different approaches for addressing clinical problems: *architectural approach*, based on the natural phenomenon; *methodological approach*, based on the hierarchy of the information; *clinical approach*, based on the aims of medical practice. Methodological approach key features were analyzed in detail, and integration studies were also mentioned.

However, in clinical practice, questions use to be related with the need to establish a diagnostic or ascribe causality either through a prognostic study, a treatment, or by trying to identify whatever provoked a certain disorder or disease. This is where the architectural approach fits together with the objective-based approach.

Among the process studies, according to the architectural approach there is the diagnostic testing (objective-based approach). Additionally, causality studies include the prognostic, treatment and risk factors or causative agent studies (objective-based approach). In this article, we describe the most commonly used tools in diagnostic testing.

In clinical practice, a diagnostic test aims to identify the health or disease status of the subject under study. Frequently, in the presence of a disease, it allows for the severity of the condition to be established; for example: in a patient with sudden neurological deficit, tomography allows for the diagnosis to be defined (ischemic stroke), whereas if the diagnosis is already available, tomography allows for the extent of the lesion to be known.

The use of mathematics during the diagnostic process has the purpose of estimating the degree of efficacy and certainty of the tests in clinical practice. Below, the main features of every diagnostic test, using both clinical data and laboratory and imaging findings, are described.

Characteristics of a Diagnostic Test

The way to assess the efficacy of a diagnostic test depends on the type of data (variable) to be used. Therefore, it is important to identify the type of variable. Basic variables are those that we know as qualitative of the nominal or dichotomic type, and they refer to those for which we only notice its presence or for which only two options exist (e.g., nationality, presence or not of disease, male or female). *Ordinal qualitative* variables are those in which it can be identified only the place occupied in the group by the evaluated characteristics, but we do not know the size of the difference between...
each other (e.g., the degree of severity of a disease — mild, moderate or serious,— or the intensity of a clinical piece of information identified by a cross mark, where, even when + is acknowledged to be lower than ++ and, consequently, lower than ++++, ++ can not be stated as being double to +). And, finally, quantitative variables are those in which the distance between two levels of intensity is known; and in this variables the distance between two units is always equidistant. They are known as discrete or discontinuous when they can not be fractionated (e.g., how many children has a family [0, 1, 2, 3]), and continuous when fractions can be identified between one value and another (e.g., 52.0 kg, 52.2 kg or 52.250 kg weight).

Sensitivity and specificity are distinctive characteristics of every diagnostic test and indicate their efficacy. Sensitivity refers to the proportion of diseased individuals with a positive test. Specificity refers to the proportion of non-diseased individuals with a negative test.

The calculation of sensitivity and specificity uses nominal or dichotomic data and it is based on the use of a 2 × 2 table, in which the tested data is contrasted against the final diagnosis obtained by means of an ideal parameter named gold standard, which represents the test with the highest reliability for demonstrating a disease, e.g., histopathological results (testicular seminoma), surgical findings (cholecystitis), imaging studies interpretation (stroke by tomography or magnetic resonance imaging), interventional imaging studies (type of congenital heart disease by cardiac catheterization) or laboratory findings (renal failure by creatinine clearance).

Figure 1 shows the calculation of sensitivity and specificity of neck stiffness for the diagnosis of subarachnoid hemorrhage in patients with sudden onset neurological deficit, likely of vascular cause. A sensitivity of 59 % with a specificity of 94 % is observed, which means that 59 % of the patients with subarachnoid hemorrhage may show neck stiffness and among those without subarachnoid hemorrhage, 94 % do not have neck stiffness.

Sensitivity and specificity calculations are directed from the presence or absence of a particular disease, towards the probability of experiencing or not certain data. However, in clinical practice, the approach is often in the reverse direction: it goes from a positive or negative test result to the likelihood of having or not a specific disease. This type of orientation corresponds to what we know as predictive values. The positive predictive value represents the probability that a patient with a certain positive test (sign, symptom, laboratory or imaging result or some index) has of suffering a particular disease; the negative predictive value is the probability that a patient, with a certain negative test, has of being free from a particular disease.

![Figure 1](image-url) Sensitivity and specificity estimation of neck stiffness in the diagnosis of subarachnoid hemorrhage

<table>
<thead>
<tr>
<th></th>
<th>Calculated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td>a/a + c = 0.59 (59 %)</td>
</tr>
<tr>
<td>False positives</td>
<td>b/b + d = 0.6 (6 %)</td>
</tr>
<tr>
<td>Positive predictive value</td>
<td>a/a + b = 0.57 (57 %)</td>
</tr>
<tr>
<td>Prevalence</td>
<td>a + c /a + b + c + d = 0.11 (11 %)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>d/b + d = 0.94 (94 %)</td>
</tr>
<tr>
<td>False negatives</td>
<td>c/a + c = 0.41 (41 %)</td>
</tr>
<tr>
<td>Diagnostic certainty</td>
<td>d/c + d = 0.95 (95 %)</td>
</tr>
<tr>
<td>Certeza diagnóstica</td>
<td>a + d/a + b + c + d = 90 (90 %)</td>
</tr>
</tbody>
</table>
Figure 1 shows a positive predictive value of 57% and a negative predictive value of 95%; this means that among the patients with clinical symptoms of stroke, a subject with neck stiffness has a 57% probability of suffering from subarachnoid hemorrhage, whereas a patient without neck stiffness has a 95% probability of not having subarachnoid hemorrhage.

While sensitivity and specificity values are considered to be constant, which is not true as we will explain later, predictive values are affected by disease prevalence. For example, in Figure 2, where the disease prevalence increased only from 11% to 56%, maintaining the proportion of diseased subjects with positive and negative tests, sensitivity and specificity are shown to be preserved, whereas predictive values change: the positive predictive value is 93% and the negative predictive value is 65%. Thus, a prevalence increase causes an increase in the positive predictive value, with a decrease in the negative predictive value (a positive test in a population with high prevalence of the disease practically establishes the diagnosis; a negative test, however, does not rule it out); conversely, a decrease in prevalence produces an increase in the negative predictive value and a decrease in the positive predictive value (a negative test in a population with low prevalence of the disease almost rules the disease out).

If prevalence of the disease in the population from which predictive values of the diagnostic test were obtained is different from the prevalence of the disease in our population, these predictive values cannot be used. However, Bayes’ theorem allows for predictive values to be estimated by using the sensitivity and specificity of the test, as well as the prevalence of the entity under study in our population. Table I shows how the increase in prevalence from 11% to 56% produces a 57 to 94% increase in the positive predictive value. This example shows clearly how a positive test in a population with low prevalence (11%) has an approximate probability of 50% for diagnosing the disease, whereas with a high prevalence (56%), it practically establishes the diagnosis.

Another practical strategy for estimating the probability of the disease in case of a positive test, but at different prevalence values, is the use of Fagan’s nomogram and the likelihood ratio (LR). The positive LR (PLR) is obtained from the ratio sensitivity/1-specificity. In turn, the negative LR (NLR) is obtained from the ratio 1-sensitivity/specificity. Fagan’s nomogram is divided in three parts. In the first column appears the pre-test possibility (prevalence). In the middle, there are the values of the LR and in the last column, the post-test probability. The post-test probability for a PLR refers to the probability of obtaining a positive result when the test is positive and it corresponds to the PPV; the post-test probability for an NLR refers to the probability of obtaining a positive result when the test is negative, which is equivalent to 1-NPV. Examples for a prevalence of 11 and 56% are shown in Figure 3.

It was mentioned previously that the sensitivity and specificity of a test are not dependent on...
the prevalence of the disease; however, the values vary according to the predominant disease severity degree in the group under study. For example, diagnosing lung cancer at an advanced stage with a chest x-ray is simple and it will rarely go unnoticed, i.e., false negatives will rarely exist and sensitivity will be high; however, it will be hardly detected if we try to diagnose it in asymptomatic individuals, at an early stage, which will provoke a high percentage of false negatives and low sensitivity. Therefore, considering that the sensitivity obtained from a test in a population is applicable to other population implies that the distribution of disease severity is the same in both samples, since if in the first one the proportion of subjects in advanced stages is predominant, sensitivity will be high, and if in the second prevails an early stage, sensitivity will be low. Having the same inclusion criteria between different studies of different populations does not guarantee that the distribution of subjects will preserve a similar proportion of subjects at every stage of the disease and, consequently, sensitivity may be different.

Use of Ordinal and Quantitative Data

Unlike nominal data, when the test under study corresponds to ordinal or quantitative data (with more than one cut-off point), a ROC (receiver operator characteristic) curve has to be plotted, which enables to determine in which of the cut-off points the highest diagnostic certainty is obtained.

Figure 4 shows the different value ranges of creatine phosphokinase in cerebrospinal fluid expressed in μU/mL, with their respective frequencies, and the calculation of sensitivity and specificity is outlined according to the different cut-off points by elaborating 2 x 2 tables. In these tables, intervals are constructed with the different values of the test under study and tabulated in two columns; the first shows the frequencies of subjects with the disease in each of the intervals and the second shows the frequency of subjects without the disease within the same intervals. The most altered values appear above (first intervals) and the less altered below. The cumulative percentage is calculated upwards and downwards of each cut-off point, in both columns. In the column of diseased subjects, sensitivity is estimated from the cut-off point upwards, and in the column of controls, the percentage of false positives (1-specificity).

The results are plotted with the sensitivity values and the percentage of false positives: sensitivity values on the ordinate axis (Y), and the ratio of false positives (1-specificity) on the abscissa axis (X); a specificity value of 90% corresponds to 10% of false positives (Figure 5). The best cut-off point corresponds within the ROC curve to the closest point to the left superior angle of the curve, or to the point within the table that contains the lowest b + c value (values that belong to the sum of false positives and false negatives) or the highest value for a + d (values that belong to the sum of true positives and true negatives). In this case, the cut-off point is ≥ 16 μU/mL, which allows for 79.6 % of patients to be correctly classified as diseased or healthy, with a sensitivity of 61.5 % and a specificity of 96.5 %. However, according to the use given to the test, more than one point can be selected: where sensitivity or specificity is favored (higher negative or positive predictive value).

There are cases in which not only the test under study contains more than two strata, but even the gold standard. In these cases the percentage of success and error can be estimated. Figure 6 compares clinical diagnosis of pulmonary embolism considering the diagnosis by ventilation/perfusion scan as the gold

![Image](https://via.placeholder.com/150)

**Table I** Bayes’ theorem

\[
p(E+/P+) = \frac{p(P+/E+) p(E+)}{p(P+/E+) p(E+) + p(P+/E–) p(E–)}
\]

\[
p(E–) = 1 – p(E+)
\]

\[
p(P+/E+) = \text{a priori probability of having a certain disease in case of a positive test; corresponds to the positive predictive value (PPV).}
\]

\[
p(P+/E–) = \text{probability of a positive test result when the patient has the disease; corresponds to sensitivity.}
\]

\[
p(P+/E–) = \text{probability of a positive test result when the patient does not have the disease; equivalent to false positives or 1-specificity.}
\]

\[
p(E+) = \text{a priori probability of having the disease according to the population that the subject belongs to; corresponds to prevalence.}
\]

\[
p(E–) = \text{a priori probability of not having the disease and corresponds to 1-prevalence. [1 – p(E+)].}
\]

<table>
<thead>
<tr>
<th>Prevalence</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 %</td>
<td>59 %</td>
<td>94 %</td>
<td>57 %</td>
<td>95 %</td>
</tr>
<tr>
<td>56 %</td>
<td>59 %</td>
<td>94 %</td>
<td>94 %</td>
<td>64 %</td>
</tr>
</tbody>
</table>

The negative predictive value is estimated in the same way reversing the signs of the formula [e.g.: p (E+ /P+) changes to p (E-/P-)].
standard; the percentage of accuracy corresponds to the cells where both clinical diagnosis and the gold standard match, i.e. in cells a, e, i (40 + 90 + 70), with this being 66.66 %, and our percentage of errors overestimating the diagnosis corresponds to cells b, c, f (30 + 20 + 10), with this being 20 %; finally, the percentage of error underestimating the diagnosis is comprised by cells d, g, h (7 + 30 + 3), with this being 13.33 %. However, there is the possibility of wanting to handle the outcome only with two possibilities; in this case, the scans with low and moderate probability could be grouped and talk about a scan with high probability of pulmonary embolism or without high probability, or grouping those with high and intermediate probability and leaving those with low probability in a single group. This same procedure can be performed with the clinical scale, so that by having only four cells, the traditional usefulness estimators of a diagnostic test can be used, or preserving the three strata of our test under study and calculate a ROC curve.

### Diagnostic Test Applications

It should remain clear that the application of a test may have different purposes:

1. If a screening test is wanted, a high sensitivity test should be used, even if it has low specificity (e.g., test strips to measure blood glucose, to search for suspected diabetes mellitus).
2. If ruling out a given disease is wanted, a test with high sensitivity and, if possible, high specificity is used (high negative predictive value, e.g., ELISA for HIV), since, although when positive it is not diagnostic, when negative it does rule it out.
3. If we want to confirm a diagnosis in a patient suspected of having a certain disease, a test with high specificity and, if possible, high sensitivity is used (high positive predictive value, e.g., Western-Blot for HIV), since, although when negative it does not always rule the disease out, if positive, it establishes the diagnosis.

\[\text{Prevalence} = 0.11 \ (11\%)\]
\[\text{Sensitivity} = 0.59 \ (59\%)\]
\[\text{Specificity} = 0.94 \ (94\%)\]
\[\text{Positive predictive value} = 0.57 \ (57\%)\]
\[\text{Negative predictive value} = 0.95 \ (95\%)\]
\[\text{Positive likelihood ratio} = \frac{a}{a + c} = 9.83\]
\[\text{Negative likelihood ratio} = \frac{1 - a}{a + c} = 0.44\]
\[\text{Post-test probability for PLR} = 57\%\]
\[\text{Post-test probability for NLR} = 5\%\]

---

**Figure 3** Use of Fagan’s nomogram and likelihood ratios
Figure 4 Estimation of sensitivity and specificity at different cut-off points to identify organ damage in coma patients.

Figure 5 ROC curve
Ordering tests in excess, whether justified or not, generates abnormal results even in normal people, which in turn triggers a cascade of more expensive and riskier tests, in addition with anxiety for the patient.

**Common Errors When Elaborating a Diagnostic Test**

We already explained how to estimate the efficacy of a diagnostic test and how to make use of it; however, we should watch out for possible causes of systematic errors, with two of them standing out in particular:

1. Inadequate selection of patients.
2. Inadequate interpretation of both the test under study and the gold standard.

The selection of an inadequate spectrum of patients may happen from the clinical or the pathological point of view. For example: the efficacy of a sputum cytology study is not the same for the detection of lung cancer in a patient with a history of heavy and prolonged smoking, weight loss, cough with hemoptysis and dyspnea, than in a patient who only has a cough and whitish expectoration, nor is the efficacy of carcinoembryonic antigen measurement equal for the detection of colon cancer in a patient with Dukes’ stage A, compared with a patient with stage D. It is essential for every diagnostic test to be performed with the participation of patients that cover the entire spectrum of the disease, and, in addition, that the proportion of patients in each stratum is reported, so that its usefulness in other populations can be determined. On the other hand, concomitant diseases and used therapies that may alter the efficacy of the test under study should be considered.

The control group must have been selected with the same criteria than the problem group, i.e., using the same entrance door, in order for the comparison to have clinico-methodological significance.

With regard to the most common mistakes during the elaboration of a diagnostic test, it is common that when assessing the test under study, the result for the gold standard is already known; this generates an interpretation bias because the assessor is expecting a certain result. Occasionally, the performance and the assessment of the test under study precede the gold...
standard and influence on the selection of patients undergoing the latter, or on its interpretation when it has a subjective component and, not infrequently, the test under study is part of the gold standard with which it is compared. All these deviations overestimate the usefulness of the test.

These two large errors can be avoided during the execution of a diagnostic test if the sensitivity and specificity values are considered only when:

a) The spectrum of the disease in the population where it is to be applied is equal to the spectrum of the disease with which the study was developed.

b) The assessment of the test under study and the gold standard has been performed in a blinded and independent manner in all patients.

Finally, it should be emphasized that if the quality of a diagnostic test depends partially on mathematical strategies, the clinical judgment that it derives from is more relevant. And although the sensitivity and specificity estimation starts with the presence or not of the disease, in clinical practice, the study of the patient occurs with the presence or absence of the symptom or sign (clinical or para-clinical).

Additionally, in all cases, the reproducibility of the test should be assessed, provided that the groups under study are comparable; this means that, in addition to the selection of both populations under the same criteria, the distribution of subjects within the different degrees of disease severity must be similar. It should be remembered that, in everyday practice, patients are treated one at a time and that, therefore, it is essential to have a full knowledge of the severity of the disease in the group under study for its subsequent application, so that the patient can be assessed and treated according to the severity of his/her condition and not according to the average severity of the disease in the group in which the diagnostic test or treatment were assessed.
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III. Causality Studies

Juan O. Talavera, Niels H. Wacher-Rodarte, Rodolfo Rivas-Ruiz

Introduction

When trying to predict a future event, the physician has to differentiate two processes: one that occurs before the onset of the disease and other that develops once the disease is present. The first is known as risk and it is characterized by the association between a series of factors present in the healthy subject (known as risk factors) and the development of the disease; the second is known as prognosis and it is characterized by the association between a series of features present at the beginning of the disease (known as prognostic indicators) and its outcome.

Multiple interventions, either preventive or therapeutic, add up to these two events; the former are intended to prevent the onset of the disease and the latter, to revert or reduce the damage caused by it. The event whereby a baseline condition (health or disease) is modified by a maneuver (risk factors, prognostic indicators or treatment), and which in turn produces a new condition known as outcome (prevention or onset of the disease and progression or resolution of harm), corresponds to a causative event. That is, in these three cases—whether our objective consists in identifying risk factors, an etiologic agent, prognostic indicators or assessing a treatment—attribute of causality is intended.

Although the need to solve a clinical problem leads us to establish a starting point to address it—risk, prognosis or treatment study—, in the real world there is a strong association between its components. For this reason, when assessing any of them, it is essential for the relevance of the other two to be considered within the assessment. This action is often carried out under the term control of confounding factors.

Thus, the study of causality for assessing a treatment is not only limited to the evaluation of therapy, but it obliges to estimate the contribution of all prognostic indicators existing at baseline state that participate in the disease of interest.

Likewise, when trying to prevent the onset of a disease with some maneuver, we must assess the different risk factors specifically associated with this disease. This requirement of measuring the impact of the different risk factors and prognostic indicators when assessing a therapy is consistent with the requirement of assessing the different therapeutic procedures when what we are trying to evaluate are the risk factors or prognostic indicators.

Clinical Reasoning in Causality Studies

Clinical reasoning, which is analyzed in detail in the book Clinical Epidemiology. The architecture of clinical research offers a simple approach for understanding...
the phenomenon of causality. Figure 1 shows the basic model comprising the baseline state, the maneuver and the outcome. This model describes different systematic errors (biases) that may contribute to the omission of some characteristics of the three basic components.

Errors at the Baseline State

The first two errors are related with omissions of baseline state characteristics and these are improper assembly and susceptibility bias.

Improper assembly refers to the selection of a population not susceptible to experience the outcome of interest with a proposed maneuver; for example, it is rather impractical to test a vaccine in a population with low incidence of the disease we are trying to prevent, since the size of the sample would have to be enormous; it is also inconvenient to assess the kidney-protecting effect of an ACE in a population of newly-diagnosed diabetic patients, since the follow-up would have to be very long.

Susceptibility bias refers to the pre-maneuver likelihood that the subject has of experiencing a certain outcome; for example, the presence of overweight or obesity increases the likelihood of an infarction in a diabetic patient, regardless of the poor metabolic control he may have.

The characteristics that must describe the baseline state to avoid these errors are shown in Figures 2a and 2b, i.e., the method used to select the population, the diagnostic demarcation and the prognostic stratification.

Within the prognostic stratification, anatomo-histology has been used as the main indicator, especially in oncology, followed by the functional aspect. In clinical practice, it is common to use multiple prognostic indicators in order to stage the disease according to the patient’s condition. The following stratification groupings are the most common:

- **Primary**
  - Stratification by status: it includes the performance, nutritional and mental status of the patient. Performance status has been assessed with scales such as Karnovsky or ECOG, based on the patient’s ability to perform his/her daily activities, in such a way that a patient who is not self-sufficient is more affected than that who can perform his/her tasks. Nutritional status impacts on the immune response and the hemodynamic stability. Patients with low albumin levels have been observed to show an important increase in mortality compared with those with higher levels. Other forms to assess nutritional status could be the body mass index and the waist-hip ratio when trying to assess the impact of overweight or body fat distribution; additionally, two of the most important features for assessing the mental status are the presence of depression and anxiety, among many other conditions.
  - Morphologic stratification: it refers to the distinct location and damage of the pathology. An example is the histologic lineage of tumors and cytogenetic or immunophenotypical markers (for example, two tumors with the same extent of disease may have different prognosis according to the histologic lineage, the presence of tumor markers or karyotype alterations; also, a patient with heart failure may have different prognosis according to the degree and type of valvular damage).
  - Clinical stratification: it considers the severity of the disease, for example, the patient with grade IV heart failure (acute pulmonary edema) does not have the same probability of death than the patient with grade II (dyspnea with moderate exertion), even when the anatomical condition in both cases may be a mitral stenosis with the same valvular opening diameter.
  - Chronometric stratification: it considers two components, the patients’ age and the length of the disease. Regarding the first one, many diseases have

![Figure 1 Basic model of the causality phenomenon](image-url)
greater impact at both extremes of life and are associated with higher susceptibility to a poor outcome; additionally, older individuals have lower life expectancy. Regarding the length of the disease, if two patients suffer the same harm, but in one of them the disease is of recent onset while in the other it is of long evolution, the prognosis will be better in the latter since those patients with less aggressive disease have already been selected.

- Stratification by comorbidity: it refers to the coexistence of any other pathological process that may alter the result of interest. Different conditions exert different impact on the outcome, and even in a same condition, the impact is generally related with the degree of illness; for example, in a patient with acute myocardial infarction, the prognosis is better when the comorbid is rheumatoid arthritis than when it is diabetes mellitus.

• Stratification by previous maneuver: two items can be identified here: the first and most widely used is the early response to a preventive or therapeutic maneuver, i.e., a better prognosis is expected upon an early favorable response. The second refers to the adverse impact of a maneuver. Practically every maneuver is known to entail a risk; however, not in all of them it has the same magnitude. Thus, safety should be considered as a prognostic indicator for any therapy.

Figure 2 Features to be considered at the baseline state
a) Patient with leukemia

- Adequate application of the maneuver
  - Optimal dose
  - Complete and timely chemotherapy scheme
  - Correct application

- Equal and adequate peripheral maneuvers
  - Improvement of nutritional state
  - Administration of stimulating factor
  - Transfusion of red blood cells and platelets

b) To avoid performance bias

- Adequate application of the maneuver
- Equal and adequate peripheral maneuvers

Figure 3 Features to consider in the maneuver

- Stratification by inheritance: the impact of genetic makeup has been identified as a risk factor for several diseases and with an increased aggressiveness thereof or higher risk of harm to target organs, as in diabetes.

Secondary
- Social, economic and cultural conditions, as well as the ways of coping with disease, often have a lower impact than the biological components within the prognosis; however, sometimes they are crucial, such as having access to health care services in emergency events, or the change in lifestyle in some chronic diseases.

A distinctive strategy of clinical trials to avoid susceptibility bias is the random allocation of subjects to the treatment arm, seeking, among other things, that known and unknown factors potentially related with the outcome are evenly distributed between the groups to be compared. Other benefit is to prevent that those in charge the allocation are tempted to include a subject with better prognosis in a particular arm, since randomization facilitates the blinding of treatments and seeks to homogeneously distribute the subjects with different likelihood of treatment adherence and different likelihood of study dropout. It should remain clear that although random allocation seeks that the groups to be compared are homogeneously distributed at their baseline state, it does not show the effect of the maneuvers on the different strata (Figure 2c).

Errors in the Maneuver

The third systematic error, known as performance bias, is related with omissions in the application or assessment of the maneuver, and it refers to the differences generated by quality differences between the maneuvers to be compared or by an uneven use of additional maneuvers between groups (also known as peripheral maneuvers); for example, a surgery is not the same when performed by a recently graduated surgeon than when performed by a physician with extensive experience, nor are comparable two surgeries when in one of them the patients are well nourished or brought to hemoglobin normal values, while in the other group they are not. Features that have to be considered in the maneuvers in order to prevent these errors are shown in Figures 3a and 3b, which consist in adequate application of the maneuver and equal application of peripheral maneuvers.

In clinical trials, there is a strategy intended to handle errors generated by an inadequate application of the maneuver, which is the way of analyzing the information, either by means of an intention-to-treat analysis or a per-protocol analysis. The intention-to-treat analysis consists in analyzing the information, either by means of an intention-to-treat analysis or a per-protocol analysis. The intention-to-treat analysis consists in analyzing the subjects in the group they were allocated to at the beginning of the study, regardless if they were compliant with the therapeutic protocol or not. The per-protocol analysis consists in analyzing only those subjects who were compliant with the therapeutic protocol. In observational studies, since there is no randomization to the maneuver, this is graded within the groups, thus enabling the comparison of the different degrees of quality in the maneuver application.

Errors in the Outcome

Detection bias occurs during the assessment of the outcome, which relates to an uneven detection of the outcome between groups and it occurs mainly for two reasons:
a) Patient with type 2 diabetes mellitus (T2DM)

- Microvascular damage
- Macrovacular damage
- Adverse events, costs

Intermediate regulation
- Glucose
- High BP

Secondary

Final outcome

b) To avoid detection bias

Survival

Detection bias
- Higher number of assessments
- Side effects
- Drug dose adjustments
- Different population
- Diagnostic suspicion

100
70/100
70 %

20 subjects lost in group b
(b > a)

80 %
80/100
80 %

70/80
87.5 %

70 %

However, lost subjects had died, which in fact shows that maneuver a was superior to b (a > b)

Figure 4 Main features to consider when assessing the outcome

- A higher number of assessments in some group, mainly due to more side effects, continuous dose adjustments or comparison of populations with different healthcare accessibility.
- Presence of diagnostic suspicion.

In the assessment of the outcome it is important to identify whether it is a final outcome or an intermediate regulation; for example, in the diabetic patient, the final outcome is to prevent damage in target organs; however, an intermediate regulation is glucose control; the latter may be considered a final outcome if symptomatology is trying to be reduced in the uncontrolled patient.

Another important aspect in outcome assessment is the identification and differentiation between the primary and the secondary outcome. This point is relevant since the selection criteria and the prognostic stratification, as well as the maneuver and the sample size estimation are carried out on the primary outcome and not on the secondary. Therefore, the results obtained in most studies are only exploratory for secondary outcomes (Figures 4a and 4b).

The last bias is also related with the outcome; it is generated by the loss of subjects under study and it is known as transfer bias (Figure 4c). Although in prospective studies the sample size is increased by 20% in order to account for potential withdrawals, it is important to emphasize that this increase does not solve the transfer bias, but it rather maintains the stability of the data.

Final Considerations

In longitudinal studies, it is easy to apply these guidelines to study the phenomenon of causality; in the trans-
versal ones they continue to be applicable, but this is a major challenge that translates into the creation of an artificial model regarding the temporary establishment of its components. Taking into account the elements described herein is recommended, not only for the reading of a causality study, but also for the creation of a research proposal.

It is important to emphasize that if this form of reasoning facilitates the understanding of the causative phenomenon, the appropriate thing to do for selecting those variables to which causality will be attributed to or not, is taking into account additional clinical considerations assessing their relevance. The basic principles were described in 1965 by Sir Austin Bradford Hill and were updated in 2000 by Kaufman and Poole; surely, over time, the number of factors to consider when judging a potential causal relationship will increase.

We hope that the causality approach herein described, which breaks down the basis of clinical practice, will facilitate the interpretation of medical literature and serve as guidance for the planning of research proposals and to increase the quality of medical care.
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IV. Appropriateness of the Statistical Test

Juan O. Talavera, Rodolfo Rivas-Ruiz

When we observe the difference between two therapies or the association of a risk factor or a prognostic indicator with its outcome, we have to assess the certainty of the result. This assessment is based on a judgment that uses information related with the design of the study and the statistical handling of the information. In this article, the relevance of the selected statistical test is specifically mentioned. Statistical tests are chosen based on two features: the objective of the study and the type of variables. The objective can be divided in three groups of tests: a) those in which showing differences between groups or in a same group before and after a maneuver is wanted; b) those in which showing a relationship between variables is wanted; c) those in which predicting an outcome is pretended. As for the types of variables, we have two: quantitative (continuous and discontinuous) and qualitative (ordinal and dichotomous). For example, if we want to demonstrate age differences (quantitative variable) between patients with systemic lupus erythematosus, with and without neurological involvement (two groups), the adequate test is Student’s t-test for independent samples; but if what is being compared in those same groups is the frequency of females (binomial variable), then the relevant statistical test is the chi-square test (χ²).
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Introduction

When we observe the difference between two therapies or the association of a risk factor or a prognostic indicator with its outcome, a question arises: Is the result real? Deciding if it is real requires two complementary judgments:

1. The planning and development of the process that document such difference or association are free of errors, or at least these are of a minor magnitude, which does not modify the sense of the difference or association (i.e., appropriate design and adequate execution).
2. The size of the sample is sufficient to maintain the stability of data and the statistical test is suitable for the objective.

The planning and development of the process have been mentioned in the three previous chapters of this series. On the other hand, data stability will be discussed in detail in a subsequent article when the size of the sample and the p-value are addressed.

In this article, we will discuss the relevance of the selected statistical test. Undoubtedly, this knowledge will allow for us to understand more precisely the results obtained in clinical research studies and, of course, it will increase our ability to make an adequate use of them.

Study Objective and Type of Variable

Statistical tests are selected based on two features: the objective of the study and the type of variables. Within the study objectives we can identify three:

1. Demonstrating differences between groups or differences in a same group before and after a maneuver (e.g., treatment with drug A reduces high blood pressure in a greater proportion than treatment with drug B).
2. Showing relationships (correlation) between variables (e.g., serum creatinine rises as renal function decreases).
3. Predicting an outcome (e.g., the likelihood for the subject with sedentary life and overweight of developing type 2 diabetes mellitus).

Frequently, the models overlap, and thus, models initially identified to predict an outcome are sometimes used to demonstrate differences between two groups. This happens especially when the principal maneuver has to be adjusted (drug A versus drug B) for multiple factors (age, sex, body mass index, etc.). But the oppo-
site phenomenon also happens when looking to predict an event that will occur in the future but there are only one or two predictors available; in this case, a test to demonstrate differences is used.

It is important to clarify that the correlation basically is useful for seeing the magnitude of the association between variables, although it should remain clear that it does not establish causality. As a matter of fact, no statistical test can. This requires covering a number of principles described by Sir Austin Bradford Hill.

Defining the type of variable is relevant because it is the axis in the selection of the appropriate test depending on the desired objective. Within the types of variables there are two groups:

1. Quantitative: continuous and discontinuous or discrete. The former are characterized because they can take any value throughout a continuum (for example, 1.75 m height). On the other hand, discontinuous or discrete variables use exclusively whole numbers (parity, 1, 2, 3...). In both instances, the distance between one unit and another throughout its scale is equidistant.

2. Qualitative: these include the ordinal and the dichotomous variables. The ordinal variable allows for the characteristic under study to be ordered and, unlike what happens in quantitative variables, the distance between two categories is not equidistant (e.g., heart failure grades I to IV). Dichotomous variables, as their name indicates, are those with only two categories, which can be binomial (one option or another, e.g., male or female) or nominal (it refers to the presence or absence of the feature, e.g., alive at six months, yes or no).

### Table I

<table>
<thead>
<tr>
<th>Group A</th>
<th>Group B</th>
</tr>
</thead>
<tbody>
<tr>
<td>77</td>
<td>65</td>
</tr>
<tr>
<td>78</td>
<td>69</td>
</tr>
<tr>
<td>80</td>
<td>77</td>
</tr>
<tr>
<td>82</td>
<td>78</td>
</tr>
<tr>
<td>85</td>
<td>83.5</td>
</tr>
<tr>
<td>85.0</td>
<td>85</td>
</tr>
<tr>
<td>85.0</td>
<td>89</td>
</tr>
<tr>
<td>86</td>
<td>93</td>
</tr>
<tr>
<td>88</td>
<td>96</td>
</tr>
<tr>
<td>89</td>
<td>98</td>
</tr>
</tbody>
</table>

Central tendency measurements are equal, but the dispersion of data is different.

---

**Mean:** 59.79  
**Standard deviation:** 13.882. Two standard deviations at either side of the mean reflect 95 % of the population  
**Average:** 59.79, 95 % CI = 32.03-87.55

**Figure 1** Histogram
It is important to mention the handling that the type of variable will suffer during the analytical process, starting with the collection of “crude” data, which means that this is only a collection of information from a group of subjects. In order for these data to have a useful meaning, they have to be organized and summarized. The simplest organization method is the frequency distribution tables; however, sometimes it is easier to understand their graphic representation through a histogram or frequency polygon. Regardless of the usefulness of this information, collected data are required to provide quantitative information, i.e., numerical indices reflecting different probability distributions are required, whose primary function is to model the behavior of a large variety of biological phenomena. These numerical indices include the measures of central tendency and the measures of dispersion.

1. Measures of central tendency (Table I and Figure 1).

   a) **Mean**: it is the sum of a set of data divided by its total number. The symbol to represent the mean of a population is the Greek letter μ (μ), and the mean of a sample is represented by x̄. It is the most widely used summary measure for quantitative variables.

   b) **Median**: it is the value located exactly in the middle of the entire set of data. The median divides a distribution of data ordered exactly in two equal parts. The advantage of the median as a measure of central tendency is that it is not affected by the value of extreme data, a phenomenon that does occur with the mean. It is the type of summary measure most widely used for quantitative variables not following a normal distribution and for ordinal variables.
c) **Mode:** it refers to the most repeated value in a distribution. This measure is hardly used in medicine.

2. Most common measures of dispersion.

a) **Standard deviation:** it reflects the variation between the whole data set and it is used when these follow a normal distribution.

b) **Percentile:** it describes the position of a value of the distribution. It is used for quantitative variables not following a normal distribution and for ordinal variables.

c) **Range:** it is the difference between the highest and the lowest value of the distribution.

d) **Interquartile ranges:** these are referred to the values of the first and third quartile.

In clinical research, as in many other real-life phenomena, the most commonly analyzed data are quantitative, which in most cases show a Gaussian distribution, also known as normal distribution, which is characterized for having a bell-like shape, for being symmetric with regard to its mean, for having decreasing frequency values as they move away from the mean, and for never reaching zero (asymptotic). The mode and the median are equal to the mean; about 68 % of data are within ± 1 standard deviation from their mean and 95 % within ± 2 standard deviations (Figure 2). Thus, if the set of data is quantitative with a normal distribution, its summary measure will be the mean, and its dispersion measure, the standard deviation. However, if its distribution is not Gaussian, same as it is for an ordinal-type variable, its summary measure will be the median, and its dispersion measure, the percentile or rank. Generally, these variables do not have dispersion measures and when they are used, 95 % confidence intervals are preferred.

### Appropriateness of the Statistical Test

Once we know our objective and the characteristics of our data (type of variable), we can consider the appropriateness of the statistical test (Table II). However, there are two more considerations when the objective is to demonstrate difference:

1. If it is a study in which the value of a data item is compared before and after a maneuver, either observational or experimental, it is known as related samples test, but if it involves the comparison of data between different groups, it is called unrelated samples test.

2. If it consists in a comparison between different groups, it is necessary to establish if it is going to be between two or more.

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Type of sample</th>
<th>To demonstrate difference</th>
<th>To show relationship*</th>
<th>To predict 1 variable‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantitative</td>
<td>NR</td>
<td>Student’s <em>t</em></td>
<td>1 factor ANOVA</td>
<td>Pearson Linear regression</td>
</tr>
<tr>
<td>(normal distribution)</td>
<td>R</td>
<td>Student’s t **</td>
<td>1 factor ANOVA</td>
<td></td>
</tr>
<tr>
<td>Qualitative ordinal</td>
<td>NR</td>
<td>Mann-Whitney U</td>
<td>Kruskal-Wallis</td>
<td>Spearman</td>
</tr>
<tr>
<td>(free distribution)</td>
<td>R</td>
<td>Wilcoxon</td>
<td>Friedman</td>
<td></td>
</tr>
<tr>
<td>Qualitative dichotomous</td>
<td>NR</td>
<td>$\chi^2$ (or Fisher exact test)</td>
<td>$\chi^2$ (of linear tendency)</td>
<td>Phi coefficient Logistic regression</td>
</tr>
<tr>
<td>R</td>
<td>McNemar</td>
<td>Survival curves</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NR = not related; R = related; R = measure of the variable in the same subject at two different time-points

* Student’s *t* for independent samples

** Student’s *t* for related samples

& For the correlation between 2 variables, the test of that at the lower scale is used (actually, no scale is lower; however, variables have been ordered from quantitative continuous to dichotomous, by way of quantitative discontinuous and ordinal variables).

‡ The predictor can be quantitative, dichotomous or ordinal (with these last transformed into dummy-like variables)
With the information already complete, with Table II we can verify if the selection of the statistical test was appropriate according to the variable and the objective. For example, if age is compared (quantitative variable with normal distribution in this case) between patients with systemic lupus erythematosus, with and without neurological involvement (two groups), the appropriate test is Student’s t-test for independent samples. But if what is being compared between these same patients is the frequency of females (binomial variable), then the appropriate statistical test is the chi-square ($\chi^2$) test. If what is being compared between both groups is their degree of lupus-like activity (ordinal scale), the appropriate statistical test is the Mann-Whitney U-test. On the other hand, if what we are shown is the magnitude of association (relationship) between age (quantitative variable with normal distribution) and the degree of lupus-like activity (ordinal variable), the relevant test is Spearman’s $r$.

Finally, we hope this article allows for the reason of the selection of the most widely used statistical tests in health research to be understood and, at the same time, to serve as a guideline to those who are taking their first steps in statistics. It is not sufficient for establishing if the obtained results are real; it will be necessary to take into consideration the design and execution of the study and the stability of the information, but this last issue deserves to be discussed in another section. The next chapters of this series will further address Student’s t, Mann-Whitney U (with which we will address how to select the type of distribution of quantitative variables) and chi-square tests.

---
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In clinical research it is impossible and inefficient to study all patients with a specific pathology; therefore, it is necessary to focus on a sample. Estimating the size of a sample warrants the stability of the results and allows for feasibility of the study to be foreseen, depending on cost and patient availability. The basic structure for estimating the sample size is based on the premise that tries to demonstrate —among other things—that the difference between two or more maneuvers in the subsequent state is real. For this, it is necessary to know the value of the expected difference ($\delta$) and the dispersion measure of the data that gave rise to it (standard deviation), which usually are obtained from previous studies. Afterwards, other components are considered: $\alpha$, which is percentage of type I error accepted in the claim that the difference between means is real, generally of 5 %; and $\beta$, which is the percentage of type II error accepted in the claim that the non-difference between means is real, generally from 15 to 20 %. These values are substituted in the formula or in some sample size estimation electronic program. Although summary and dispersion measures may vary according to the outcome measure and, consequently, the formula, the principle is the same.
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Introduction

In clinical research, it is impossible and inefficient to study all subjects affected by a specific pathology; therefore, when we read an article, the results it shows correspond to a portion of the entire population. The number of subjects included in a study is determined by a series of features that will be addressed later, but whose primary objective is to answer a question with the certainty that the obtained result is real. In addition to this, estimation of the sample size before starting a study allows for its feasibility to be considered depending on patient availability and cost. The lack of calculation in the sample size may cause an unnecessary expenditure of both financial and human resources. It is possible for study expenses to be unnecessarily increased due to a surplus number of subjects included in it, or for the investment made to turn out being fruitless when including an insufficient number of subjects to answer the research question.

The basic structure of the sample size estimation is based on the premise that tries to demonstrate that the observed difference between measurements made before and after the maneuver, or between two maneuvers in the subsequent state, is real and not due to random effects. This structure is the same regardless of the type of variables necessary to answer the research question. In other cases, the purpose is not demonstrating the veracity of a difference but rather to obtain the average value of a particular feature within a population, with a precision indicated by the upper and lower limits of the confidence interval (CI), which in most cases is requested to be 95 or 99 %.

Estimation for Two Groups

This purpose is exemplified when we try to demonstrate that blood pressure values are different with a certain drug versus another and that this difference is not due to casualty. To estimate the sample size, the first thing that is required in this exercise is the average ($\bar{x}$) of the diastolic blood pressure (DBP) values of the patients that took one drug (group $A$) or another (group $B$): assuming that the average DBP in group $A$ is 90 mm Hg and in group $B$ 85 mm Hg, then the difference between means will be 5 mm Hg, a value that represents the first component, which is identified as delta ($\delta$).

Afterwards, it will be necessary to have some measurement of the variation of values within each group, since there will be patients with much lower and much higher pressures than the average; for example, from 60 to 112 mm Hg. This value will allow for the variation within each group to be observed and, at the same time,
to know if values between groups overlap excessively in relationship with the average difference. In a quantitative variable, as in the described model, the measure of dispersion is known as standard deviation (SD).

As is shown in Figure 1, the DBP average for the entire population is 87 mm Hg, with a standard deviation of 9 mm Hg, whereas in Figure 2a, DBP average in group A is 90 ± 9 mm Hg (x ± SD) and DBP average (Figure 2b) in group B is 85 ± 8 mm Hg (x ± SD). This means that the general population has an average of 87 mm Hg, but that its values in regards to two standard deviations range from 69 to 105 mm Hg (x ± 2 SD). In group A, with an average of 90 mm Hg, their values range from 72 to 108 mm Hg (x ± 2 SD), and in group B, with an average of 85 mm Hg, their values range from 69 to 101 mm Hg (x ± 2 SD). Average and variable of interest dispersion values are usually obtained from existing information in already published previous or preliminary studies.

Once we have a summary measure (average) and its corresponding measure of dispersion (DE), we have to consider:

1. To what degree of certainty do we want to demonstrate that the DBP difference between groups is real? When this point is not taken into account, we may incur in what is known as type I error: accepting that the difference is real without it being so.
2. To what degree of certainty do we want to demonstrate that the non-difference is real? When this point is not taken into account we may fall into what is known as type II error: accepting that the non-difference is real.

The certainty with which a difference is usually accepted to be real is at 95 % and this corresponds to an alpha value (α) of 0.05, indicating that once we establish that there is a difference in DBP values between groups, there is a 95 % of certainty that such difference is real and only a 5 % of error is accepted.

To accept that the non-difference found is real, we must have an initial pre-established capability to find significance when there is a difference, which is known as power and it is represented by the difference of 1 – beta (β). The accepted power value may vary from 80 to 95 %, which corresponds to a β-value of 20 to 5 % respectively.

At this point, all the components necessary for estimating the size of the sample are already available:

- δ: difference between the summary measures (in the example, it is the difference between the means).
- SD: measure of dispersion, which in the example is the standard deviation.
- Type I or α: error accepted in the claim that the difference between the means is real, usually of 5 % (0.05).
- Type II or β: error accepted in the claim that the non-difference between the means is real, generally ranging from 5 to 20 %.

Ignoring these different components usually causes that, at the end of the study, the size of the sample is insufficient and, thus, even if there is a clinically significant difference (≥ 10 %), no statistical difference is found (p < 0.05), which means insufficient power (< 80 %) and, therefore, a type II error.
Mean Differences

With the above components, sample size is estimated using the formula of mean differences:

\[
  n = 2 \left( \frac{Z_a - Z_\beta}{\mu_1 - \mu_2} \right)^2 \]

Where:

- \( Z_a \) = value of \( z \) related to \( \alpha = 0.05 \) (extracted from reference tables)
- \( Z_\beta \) = value of \( z \) related to \( \beta = 0.20 \) (80% power).
- SD = standard deviation
- \( \mu_1 \) = group A mean
- \( \mu_2 \) = group B mean

According to the example, the substitution of values would be as follows:

- \( Z_a = 1.96 \)
- \( Z_\beta = -0.84 \)
- SD = 9 mm Hg
- \( \mu_1 = 90 \text{ mm Hg} \)
- \( \mu_2 = 85 \text{ mm Hg} \)

And substituting in the formula:

\[
  n = 2 \left[ \frac{(1.96 - (-0.84))9}{90 - 85} \right]^2 50.80 \approx 51
\]

Therefore, it is necessary to include 51 patients in each group if obtaining 80% of probabilities (80% power) is desired for the detection of a mean difference of 5 mm Hg or more between the two treatment groups.
Difference of Proportions

It is used when the outcome of interest is expressed in terms of proportions. Example: comparison of two groups of patients with overweight. The first group of patients receives medication and the second, dietary advice. If the outcome event is assessed after six months and measured as the proportion of patients who manage to normalize their weight (body mass index under 25), what is it required?

\[ \alpha = 0.05 \]
\[ \beta = 0.10 \]
\[ \pi_1 - \pi_2 = (\text{difference of proportions}) \text{ group 1 proportion minus group 2 proportion, which is clinically significant} \]
\[ \text{SD} = \text{the formula for its determination is } 1 - \text{ group proportion, which remains included within the global formula} \]

The formula for the determination of the sample size for proportions difference is:

\[
n = \frac{Z_\alpha \sqrt{2\pi_1(1-\pi_1)} - Z_\beta \sqrt{\pi_1(1-\pi_1) + \pi_2(1-\pi_2)}}{\pi_1 - \pi_2}^2
\]

Where:
\[ Z_\alpha = (\alpha = 0.05) \times 1.96 \]
\[ Z_\beta = (\beta = 0.10 - 0.20) \approx -1.645, -0.84 \]
\[ \pi_1 = \text{group 1 proportion} \]
\[ \pi_2 = \text{group 2 proportion} \]
\[ \pi_1 - \pi_2 = \text{difference between group 1 proportion – group 2 proportion, which is clinically significant} \]

Assuming that for the study problem it would be expected that at six months, the group receiving drug therapy would succeed in 70 \% of cases, whereas the group with dietary advice would succeed in 50 \% of cases, the values would be replaced in the formula as follows:

\[
n = \left[ \frac{1.96 \times 0.70 \times 0.30}{0.70 - 0.50} \right]^2
\]

\[
n = \left[ \frac{1.96 \times 0.70 \times 0.30}{0.70 - 0.50} \right]^2 = 121.85 = 148.35 \text{ subjects for each group}
\]

This result must be rounded to the upper digit. Thus, the sample must include 149 subjects in each study group if 90 \% of possibility (90 \% power) is wanted for the detection of at least a difference of 20 \% in the percentage of success in weight loss between the two treatment groups used as example.

Estimation for a Group

On the other hand, when the objective is to obtain the average value of a particular feature within a population, the sample size estimation requires the average value (proportion or mean) and its upper and lower limits indicated by the CI, which in most cases is requested at 95 or 99 \%.

For a Proportion

To estimate the sample size for the prevalence or proportion of an event or feature, different components must be identified, starting with the summary measure (p0), which corresponds to the expected proportion, and its precision (d), which is equivalent to half the amplitude of the CI. If we understand this section, we can solve the sample size formula based on the precision formula, which in turn comes from the estimation of the standard deviation of a proportion:

\[ d = Z_\alpha \sqrt{\frac{p_0 \times q_0}{n}} \]

Solving for n yields:

\[
n = \frac{Z_\alpha^2 \times p_0 \times q_0}{d^2}
\]

In this case, q0 = (1 – p0); therefore if we want to look for a prevalence (p0) of 20 \%, the q0 value would be 1 – 0.2 = 0.8. Therefore, to make the calculation of the sample size for a proportion, the following must be considered:

- Precision (d, equal to ½ the amplitude of the CI), whose value is conferred by the investigator and corresponds to the degree of error that might be tolerated at each side of the mean; for example, for an error of 8 \% based on the mean, its d2 would be 0.0064 (0.082 = 0.0064).
- Confidence, also known as Z_\alpha corresponds to 1 – \alpha.
- The p0 value intended to be estimated.

Example: How many preterm infants will it be necessary to study in order to verify if the estimated prevalence of metabolic bone disease in a neonatal intensive care unit population is 20 \%, considering an accuracy of 8 \% and an \alpha of 0.05 \%?
With a confidence level of 95% (α = 0.05; \( Z_\alpha = 1.96 \)), \( Z_\alpha^2 = 3.8416 \), which when solving:

\[
N = (3.8416 \times 0.2 \times 0.8)/0.0064 \\
N = 96.04
\]

Therefore, the required sample size will be 97 children for an expected prevalence of 20% with a CI ranging from 12 to 28%.

As we can observe, the size of the sample will depend on the expected accuracy of the error based on the mean, so that for a narrower CI, a lower \( d \) is required; 0.08 and 0.04 values are generally used, with the latter being the most accurate (or the one with less error); therefore, a larger sample size will be required. Similarly, if a confidence level change from 95 to 99% is desired, as requested in studies of genetic determinants, the sample size will increase. Table I shows some variation examples according to these parameters.

For a Mean

If the above is understood, it will be easy to understand the components for estimating the sample size for a mean. Similarly, the basis is the formula for the CI of the mean:

\[
IC \ de \ 95\% = \bar{x} \pm Z_\alpha \frac{DE}{\sqrt{n}}
\]

In this case, precision \( (d) \) is calculated as follows:

\[
d = Z_\alpha \frac{DE}{\sqrt{n}}
\]

Therefore, the formula for the calculation of the sample size for estimating a mean is:

\[
n = \frac{Z\sigma^2 \times DE^2}{d^2}
\]

This formula requires the knowledge of \( Z\alpha \), SD and the desired \( d \). Thus, the sample size for an expected mean depends on \( Z\alpha \) (1.96 for \( \alpha = 0.05 \)), on the standard deviation that has been observed in previous studies, as well as on the desired precision.

Final Considerations

It should be clear that the assumptions above are not the only ones for estimating the size of a sample, so that if we want to estimate it in order to demonstrate differences in cumulative incidence rates (Hazard risk ratio) or in units obtained in models such as Cox proportional hazards survival curves, the estimation is more complex since it considers the outcome over time; nevertheless, the basic concept is the same.

On the other hand, if the intention is controlling for multiple confounders or exploring multiple risk factors using a multiple logistic regression model, then it will be necessary using a number of events per variable, for which 10 to 20 subjects for each will be required in the smallest of the outcome groups (so that if mortality is 30%, this is the smallest of the groups, since the remaining 70% will survive).

Table I Different sample sizes according to different values of confidence level (\( \alpha \)), prevalence (\( p \)) and precision (\( d \))

<table>
<thead>
<tr>
<th>( \alpha ) (( Z_\alpha ))</th>
<th>( p )</th>
<th>( d )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05 (1.960)</td>
<td>0.2</td>
<td>0.08</td>
<td>97</td>
</tr>
<tr>
<td>0.05 (1.960)</td>
<td>0.2</td>
<td>0.04</td>
<td>385</td>
</tr>
<tr>
<td>0.01 (2.576)</td>
<td>0.2</td>
<td>0.08</td>
<td>166</td>
</tr>
<tr>
<td>0.01 (2.576)</td>
<td>0.2</td>
<td>0.04</td>
<td>664</td>
</tr>
</tbody>
</table>
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In clinical practice, the maneuver that is usually selected is the one that achieves an outcome with at least 10% of direct superiority or when the number needed to treat is \( n = 10 \). Although these parameters serve for estimating the magnitude of an association, we are forced to differentiate the measures of impact (attributable risk, preventable fraction), association (relative risk, odds ratio, risk ratio) and frequency (incidence and prevalence), which are applicable when the outcome is nominal. We also have to identify the way for measuring the strength of association and the magnitude of association when the outcome variable is quantitative. Not infrequently, association measures are interpreted as if they were impact measures, v.g.r., for a relative risk of 0.68, a 32% of outcome reduction is assumed without considering that this is a relative reduction that can be generated by a ratio of 0.4/0.6, 0.04/0.06 or 0.00004/0.00006 as well; however, the direct reduction is 20% (60-40%), 2% and 2 per 100 000, respectively. Therefore, in order to estimate the impact of a maneuver, it is important that the direct difference or the number needed to treat is available.

Key words
association measures
exposure
risk or outcome
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This article was originally published in Rev Inst Mex Seguro Soc 2011; 49 (6): 631-635 and it has been reviewed for this issue.
Before these two types of measures, during the process of data management, we have to make use of what is known as frequency measures, which estimate the absolute number of events. It should be emphasized that, in most cases, what we observe in articles are relative frequency measures, in which the number of events is related with the total number of individuals in the population or sample under study, so that comparisons can be made at a later stage between groups with different \( n \) (Table I).

Table I Double input table for measures of relative frequency (example), association and impact

<table>
<thead>
<tr>
<th>Clinical trial and cohort</th>
<th>Formula</th>
<th>Example</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed incidence (( E_i ))</td>
<td>( I_e = a/a + b )</td>
<td>5/100 = 0.05</td>
<td>5 new cases in 100 subjects or 5 %</td>
</tr>
<tr>
<td>Incidence of observed or non-exposed (( I_o ))</td>
<td>( I_o = c/c + d )</td>
<td>15/100 = 0.15</td>
<td>15 new cases in 100 subjects or 15 %</td>
</tr>
<tr>
<td>Relative risk (( RR ))</td>
<td>( RR = I_o – I_e )</td>
<td>0.05/0.15 = 0.33</td>
<td>A protection exists. Relative or risk reduction. The risk is below the unit</td>
</tr>
<tr>
<td>Absolute risk reduction (( ARR )) (attributable risk [( AR )])</td>
<td>( RR = I_o – I_e )</td>
<td>0.15 – 0.05 = 0.1</td>
<td>The direct reduction of risk attributed to treatment is 10 %</td>
</tr>
<tr>
<td>Number needed to treat (( NNT ))</td>
<td>( NNT = 1/RAR )</td>
<td>NNT = 1/0.1 = 10</td>
<td>10 people have to be exposed to observe the beneficial effect in one</td>
</tr>
<tr>
<td>Attributable fraction (( AF )) (for ( RR &gt; 1 ))</td>
<td>( I_e – I_o/I_e )</td>
<td>Since in this example ( RR ) is &gt; 1, ( AF ) is not calculated</td>
<td>Interpreted as the proportion of cases exposed due to the risk factor</td>
</tr>
<tr>
<td>Relative risk reduction (( RRR )) (for ( RR &lt; 1 ), preventable fraction)</td>
<td>( RRR = 1 – RR \times 100 )</td>
<td>1 – 0.33 x 100 = 67 %</td>
<td>67 % of cases were prevented due to the exposition factor</td>
</tr>
</tbody>
</table>

Case-controls, and cross-sectional survey

<table>
<thead>
<tr>
<th></th>
<th>Formula</th>
<th>Example</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevalence of exposed (( Pe )) (only in cross-sectional survey)</td>
<td>( Pe = a/a + b )</td>
<td>Number of events in the exposed group (used in cross-sectional studies)</td>
<td></td>
</tr>
<tr>
<td>Prevalence of non-exposed (( Po )) (only in cross-sectional survey)</td>
<td>( Po = c/c + d )</td>
<td>Number of events in non-exposed group or control (used in cross-sectional studies)</td>
<td></td>
</tr>
<tr>
<td>Exposition factor prevalence in cases</td>
<td>( PfrCa = a/a + c )</td>
<td>5/20 = 0.25</td>
<td>25 % of cases were exposed to exposition factor</td>
</tr>
<tr>
<td>Exposition factor prevalence in controls</td>
<td>( PfrCo = b/b + d )</td>
<td>95/180 = 0.527</td>
<td>52.7 % of controls were exposed to exposition factor</td>
</tr>
<tr>
<td>Odds ratio (( OR ))</td>
<td>( a \times d/b \times c )</td>
<td>RM = 5 x 85/15 x 95</td>
<td>The exposed group is protected. The risk is below the unit</td>
</tr>
</tbody>
</table>

Incidence and prevalence are frequency measures; relative risk and odds ratio are considered association measures; and absolute risk reduction and relative risk reduction are impact measures. Another association measure is the risk ratio, obtained in the Cox proportional hazards survival analysis (Hazard risk ratio, HRR). Attributable risk and preventable fraction can also be estimated based on the OR (instead of using \( E_i \) using \( Pe \) and instead of \( I_o \), \( Po \)).
In clinical practice, measurements of the association between two variables (maneuver and outcome) by means of relative risk (RR), odds ratio (OR) and hazard ratio (Hazard risk ratio, HR) are common and are interpreted similarly; variables with a value below 1 are considered protective, whereas those with values above 1 are considered risk variables. This way, we have that common risk for the population or sample of suffering or having the event of interest without identifying any factor, either protective or of risk is 1 (which corresponds to the incidence or prevalence of the event in the entire sample or popu-

### Table II Examples of RR and 95 % confidence intervals

<table>
<thead>
<tr>
<th>Study examples</th>
<th>A</th>
<th>Events</th>
<th>Total</th>
<th>B</th>
<th>Events</th>
<th>Total</th>
<th>RR  (CI 95 %)</th>
<th>RR  (CI 95 %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspirin (A) versus placebo</td>
<td>65</td>
<td>5000</td>
<td>95</td>
<td>5000</td>
<td>0.68 (0.50, 0.94)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coffee consumption (A) versus placebo (B)</td>
<td>25</td>
<td>5003</td>
<td>24</td>
<td>5000</td>
<td>1.04 (0.60, 1.82)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With dyslipidemia (A) versus healthy (B)</td>
<td>205</td>
<td>5000</td>
<td>115</td>
<td>5000</td>
<td>1.78 (1.42, 2.23)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

RR = relative risk; 95 % CI = 95 % confidence interval; RRR = relative risk reduction
Aspirins have a statistically significant RRR of 32 %; dyslipidemia has a statistically significant RR increase of 78 %. Coffee consumption has a non-statistically significant relative increase of 4 %.

### Table III Association measures and equivalents for quantitative variables

<table>
<thead>
<tr>
<th>Qualitative dependent variable (nominal)</th>
<th>Quantitative dependent variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency measures</td>
<td>Association measures</td>
</tr>
<tr>
<td>Incidence</td>
<td>RR (cumulative incidence ratio)</td>
</tr>
<tr>
<td>Prevalence</td>
<td>OR (prevalence odds ratio or crossover products)</td>
</tr>
</tbody>
</table>

RR = relative risk; 95 % CI = 95 % confidence interval; RRR = relative risk reduction
The NNT (number needed to treat) is a relatively new way for estimating the magnitude of association
lation under study). But if we identify a risk factor, we observe that the incidence in this subgroup increases and that in those without this risk factor, it decreases in relationship with the risk of the entire population or sample. For example, if we consider the use of aspirin to prevent myocardial infarction in a population where the one-year incidence is 1.6%, the incidence in the aspirin-exposed group will be 1.3%, while in the control group it will be 1.9% with a relative risk of 0.68 (0.013/0.019), which means that there is a relative risk reduction of 32%. So far, there seems to be an association between the use of aspirin and the reduction of infarction, but the confidence interval of 95% for such relative risk will have to be examined: if the interval within its limits (lower and upper) is below the unit, it is considered to be statistically significant, but if the upper value exceeds the unit (1), then it is not statistically significant and, therefore, the possibility that the observed point value of 0.68 is due to chance can not be ruled out. Similarly, when we talk about a risk factor, the lower limit of the 95% confidence interval is expected to be above the unit (1) in order for it to be statistically significant (Table II).

Frequency, association and impact measures are based on the presence or not of an event or outcome and, therefore, these are nominal variables, but, in clinical practice, there are numerous outcome variables that are measured through the change in the value of a quantitative variable, in which there is equal interest in knowing the strength and magnitude of the association, and thus, it is important to have an equivalent.

Table III shows the relative frequency, association and impact measures in a global context, basically described for a nominal dependent variable. Other measures also applicable that can define the power of association are added —association measures—:

- The determination ratio \( r^2 \), which measures the percentage of explanation of one variable based on the other and which is the square of the \( r \) obtained in a correlation, in this case the phi coefficient.
- The beta coefficient, which is the value obtained in a regression model (in this case logistic), which corresponds to the odds ratio logarithm.
- The \( R^2 \) similar to \( r^2 \), whose result is obtained from the regression model.

As for the magnitude of association, the estimated probability of a phenomenon occurrence can be obtained from the result of a regression model (\( y = \frac{1}{1 + e^{-(a + bX)}} \)), which in the basis of the equation for its calculation adds the beta coefficients of the different variables, and finally, calculates its global OR. With this equation, if two treatments are compared, the difference of such probability (difference of proportions) can be estimated, even if adjusted for multiple variables of interest; similarly, the different probabilities for a phenomenon to occur by exposure to different values of a quantitative variable can be compared.

The same table III shows when the dependent variable is quantitative: the units to measure the strength of association are limited to Pearson’s \( r^2 \), coefficient \( b \) and \( R^2 \), the latter two as a result of the linear regression model.

Finally, to assess the association magnitude of a quantitative variable, the mean differences are used, more specifically the mean difference ratio, either directly estimated or as a result of the regression equation (in the linear regression, the value of the dependent variable is obtained directly).

A measure for the association magnitude that has become widely accepted is the number needed to treat (NNT = 1/RAR), which refers to the number of subjects that have to be treated in order to obtain the benefit in one when compared with placebo; when this number is negative, it is known as number needed to harm. Therefore, to define if a maneuver is clinically significant, a direct difference of 10% can still be used or the number needed to treat (NNT), in which although there is no pre-established parameter, a value around 10 is considered ideal, which would represent treating 10 subjects to obtain the desired benefit in one (equivalent to 10%). It is worth mentioning that, generally, placebo is rarely used as the comparative group in clinical trials; therefore, this number may be underestimated when comparing it with other active maneuver.

**Comments**

Proper use of measures of frequency, association or impact and their equivalents is essential to avoid common errors committed in clinical practice. It is not uncommon to interpret association measures as if they were impact measures; for example, if the OR, RR or HR of a maneuver is 0.68, a 32% reduction of the outcome is assumed. However, it should be considered that this is a relative reduction that the same can be generated by a 0.4/0.6 ratio than from a 0.04/0.06 or 0.00004/0.00006 ratio (RR = 0.66); nevertheless, in the first case, the NNT is 5, in the second 50, and in the third 50 000. Therefore, for estimating the impact of a maneuver, it is important that the direct difference or NNT (RAR) is available.
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VII. Systematic Research: How to Locate Articles to Answer a Clinical Question

Rodolfo Rivas-Ruiz, Juan O. Talavera

In the process of solving doubts generated in the process of medical care, the amount of articles appearing during the search is so vast, that a strategy must be considered to refine it. The present article describes the process for searching and selecting information that may help us answering to our patients’ needs. Judgment of the quality and relevance of the response will depend on each reader. The search has to be done in peer-reviewed sites, and for that reason, we recommend PubMed and to start the search after breaking down the PICO acronym, where P = patients, I = intervention, C = comparator and O = outcome. The PICO acronym shares components with the classical research architecture model described by doctor Alvan R. Feinstein. A good search must be involved with the answer to our question in the first 20 articles; otherwise, the search will have to be more specific by using filters.
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Introduction

In the process of solving doubts generated in the process of medical care, the number of articles appearing during the search is so vast, that we must consider a strategy, which in short time allows us to find those answers to our needs as physicians, so that we are not overwhelmed by an ocean of information. The present article describes the process to systematically search documents that help us answering our patients’ needs, although the judgment on quality and relevance will depend on each reader.

Accessibility to medical information has changed with Internet and electronic media. Worldwide, there is an estimated 20,000 journals in the area, which provide approximately 2 million papers each year. This amount of articles, which represents new knowledge, generates great difficulties in keeping updated in every aspect of medicine.

The problem is aggravated by Internet postings on medical issues without peer-review, which depend on the good will of those who edit them and sometimes do not serve scientific purposes. Unfortunately, meta-browsers such as Google or Yahoo identify them easily, which results in these materials being highly consulted by patients and some doctors.

For these reasons, the search for medical literature must be performed in sites where publications are peer-reviewed and according to a system that avoids overseeing relevant articles and inclusion of unspecific articles to solve our questions. Hence, systematic search offers a clear, reproducible and auditable protocol.

The browser we recommend is PubMed, because it is simple, free and, most importantly, the manuscripts that appear are peer-reviewed by experts. Besides, recently it has included options to perform searches on mobile devices. This system is responsible for spreading the Medline database archives of the United States National Library of Medicine, which has over 21 million articles (in areas such as genetics, medicine, nursing, psychology, veterinary medicine, among others), 90 % with an abstract in English; some magazines have links to the full-text article from this page. This medical library claims to be the largest in the world and has started integrating full-length articles, although free-access journals are still few.

Now, the first step in solving a question is to structure it properly based on the three items of the architectural approach outlined in previous chapters: baseline state, maneuver and outcome.2 For an electronic search, an adaptation of Dr. Alvan R. Feinstein’s architectural model has been proposed, in which the acronym PICO is formed, where P is
patients, with specification of the disease, if applies; 
\( I \), the intervention or maneuver, treatment, risk factor, prognostic indicator and even a diagnostic procedure; \( C \) is the comparator, which may be a placebo group, another treatment or an observational maneuver; and, finally, the \( O \) for outcome corresponds to the result or outcome—this acronym may have some variations such as PEO (patients, exposure, outcome) or PICOST, where \( S \) and \( T \) represent the type of study and follow-up time. Let’s translate this into an example where a clinician wants to know if the use of albumin reduces mortality in patients with hypovolemic shock, compared with the use of saline. With this proposal, the following acronym would be formed:

\[
P = \text{patients with hypovolemia} \\
I = \text{treatment with albumin} \\
C = \text{saline} \\
O = \text{mortality}
\]

With this acronym, the question would be:

*Will the use of albumin (when comparing it with saline) reduce the mortality in patients with hypovolemia?*

A tool that complements this method is the MeSH (Medical Subject Headings) acronym, a United States National Library of Medicine controlled vocabulary by means of which articles are indexed and organized in PubMed. These words enable having the definition of the subject that is being searched. Its catalog can be accessed from the PubMed main screen by selecting three options: the type of catalog (MeSH) (1), the word to be searched (2) and the Search button (3), as is shown in Figure 1.

**Figure 1** Options in PubMed to search in the MeSH words catalog

For novel terms, not recorded in the MeSH catalog or if the nomenclature under which a concept is recorded is unknown, text words or free words can be used, which will be identified anywhere within the articles: title, abstract or body of the article. The advantage is a wide search, with the risk or inconvenience that it may yield articles not directly related with the topic. Other drawback is that text words must be written directly in the search box together with the Boolean operator.

In our example, saline (saline solution) is not recorded as MeSH word; we used it for considering it to be widely used. It was entered as a text word (manually, together with its Boolean operator).
With the first PICO acronym term entered (2) (in our example hypovolemia), as shown in Figure 2, it will be necessary activating the check box (4) and pressing the Add to search builder option (5) to enter the term in the text box (6). Steps 2 to 6 must be repeated for entering other PICO acronym words, which will be linked to each other with ligands, which correspond to Boolean operators (7):

- **and** to link one or more criteria, which allows for more specific searches to be performed;
- **or** takes care of including one term or another, making the search broader.
- **not**, which is used to make total exclusion of the term that follows.

Let’s see how our acronym words would combine if we added Boolean operators:

**Will the use of albumin, compared with (AND) saline, reduce (AND) mortality in (AND) patients with hypovolemia?**

As shown in the same figure 2, the PICO acronym words, the Boolean operators and, automatically, brackets, will be added in the search box (8), so that when we finish to include all terms in the system, the search will be recorded as follows:

```
OR “Hospital Mortality” [Mesh])
```

This is because when the terms are combined, the PubMed system includes brackets to perform the search following a similar logic to that of algebra notation, i.e., it solves first the inner parentheses and their results are combined with the external ones.

Once all the PICO acronym terms have been entered into the search box, all that is left to do is pressing the Search PubMed button (9).

The importance of previously constructing the PICO question lies in the fact that the order of terms entrance will be followed, which will allow for a search targeted to specifically find information related to our question.

A good search must succeed in finding the solution to our question in the first 20 articles (when there are studies). When no article is retrieved when searching for very rare diseases, the search must be done using only two or three terms or it must be expanded with the Boolean operator OR.
As shown in Figure 3, PubMed also has other resources for enhancing searches. One of them is Related citations (10), which generates an identification mechanism that displays the articles that most resemble the article selected in our list as the ideal, thereby extending the range of documents that we are able to consult. As we can observe, 10 articles were found in the example (11); when Related citations was used, 130 were retrieved (12). Another PubMed resource are the filters or limits (13), which can be accessed from the main browser. Limits or filters are a useful system to limit the search to dates (14), type of article (clinical trial, cohort study, meta-analysis, clinical practice guideline) (15), species (humans and animals) (16), language (17), sex (18) and other parameters.

With these limits, more specific results are obtained, which is an essential issue when the number of identified articles is abundant (Figure 4).

If the user makes a typing error (typo) (1), the system leads to a screen where a warning is shown and terms that can replace or are related with the desired one are displayed (2). If the user activates the MeSH term (3), another screen will appear.
The new screen displays the definition of the term and related concepts in order for the user to verify if it is the desired one. He will be able to add it into the search box (4) with the Add to search builder option (5). To continue, all he has to do is entering the next PICO term (6).

This same PICO acronym system can be used in meta-browsers such as Google or Yahoo as well. The words just have to be typed in English and linked with their Boolean terms, as shown in Figure 5. In Google, it is possible that more articles will be found than in PubMed and some that may be sponsored or not endorsed by peers. However, when the order of the PICO words is followed and the search is restricted to them, the result is often similar to that found in PubMed in complementary cases. In this example, we can see similar results to those obtained in PubMed, with the advantage that, in most cases, the full-text is available.

This electronic strategy shares the components of the classical research architecture model described by Dr. Alvan R. Feinstein in his book *Clinical Epidemiology*. This model was recently quoted by Julian P. T. Higgins and Sally Green in Chapter 6 of the *Cochrane Handbook for Systematic Reviews of Interventions*, and was employed by The Cochrane Collaboration for the elaboration of systematic reviews. This acronym has been used recently by the GRADE model as a search mechanism for the development of clinical practice guidelines.

Importantly, for more extensive searches, such as systematic reviews, other sources must be consulted in addition to PubMed, such as EMBASE, LILACS, Imbimed, conference abstracts and even meta-browsers such as Google and Yahoo.
We consider that this search and clinical questions formulation mechanism, based on the architectural model and synthesized in the PICO acronym is one of the most useful in current clinical practice, since it is highly sensitive to the available electronic search engines, even in portable devices.

The advantage of the traditional scheme (Figure 6) is that it allows for the parts of a study, potential biases, statistical analysis, feasibility of the study or clinical significance to be identified, and forms the basis of electronic search.\(^2\)\(^-\)\(^12\)

Disseminating and promoting these search mechanisms in hospitals might help considerably in the solution of clinical questions more quickly —with practice we estimate no more than 10 minutes—and in increasing the certainty in prescription, in the selection of a diagnostic test or in the issue of a prognosis, thus facilitating medical education, peerwise discussion and the clinician’s general work. As a complement to adequate reading and comprehension of articles, this approach might improve health care quality.
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Several strategies have been attempted to select an article under assumptions of relevance and good quality. They depend largely on the presence or not of a series of characteristics and, in other occasions, on the judgment of those who classify the article. However, these strategies do not allow for us to know the magnitude of error. And since there is no such thing as a perfect article, it is important to identify the magnitude of error and the impact it may have had on the final result; hence, it becomes necessary to develop skills that allow for us to review an article in a structured way, to identify possible errors and to generate an idea of their impact on the result. That is, we cannot rely on a classification or on the judgment of others to decide what to read and what not to read, or what to consider adequate or inadequate. We will have to learn the minimum basic structure that allows for us to assess ourselves the relevance of each article, its errors and its results.

In parts I and III to VI of this series on clinical research, we have tried to show the characteristics that we consider as being basic to perform a reading and a structured review of an article on causality (risk factor or etiologic agent, prognosis or treatment), once the article has been identified by means of a systematic search (topic addressed in part VII). We started with a model comprising the baseline state, the maneuver and the result (described in article I), with the systematic errors (biases) generated when defining and operating each of these items (article III). And we continued with the appropriateness of the test (part IV), the sample size estimation (part V) and, finally, the clinical relevance (part VI).

Next, we will make an exercise on the use of said information under a structured review proposal; for that, we will use an article of our own authorship: “Reduction in the incidence of post-stroke nosocomial pneumonia by using the ‘Turn-Mob’ Program”, published in the Journal of Stroke and Cerebrovascular Diseases 2010;19:23-28. The purpose of the study was to demonstrate the efficacy of a program of mobilization in bed named “turn-mob” in decreasing the incidence of nosocomial pneumonia in patients with ischemic stroke.

In Figure 1, we can find baseline state characteristics such as the form of test selection and the prognostic demarcation; we can observe that randomization was able to balance the groups’ characteristics, with the exception of chronic obstructive pulmonary disease, slightly higher in group b (14 %
Population selection method
Patient with acute neurological deficit, > 12 hours duration referred from emergency department or internal medicine

Demarcation diagnosis
- < 48-hour evolution
- No requirement of ventilatory support
- First vascular event
- No clinical evidence of upper/lower RTI
- No psychomotor agitation
- Ischemic stroke
tomographic diagnosis
- Those developing RTI in the first 48 hours were excluded

Prognostic stratification: group a versus b

| Chronometric | 72 and 74 years of age |
| BMI status   | Normal 18 versus 17%; overweight 69.4 versus 70.5%; Obesity 12.6 versus 12.5% |
| Clinical     | Motor deficit, hemiparesis 66.7 versus 75.9%; Hemiplegia 33.3 versus 24.1%; aphasia 50.5 versus 40.2%; Sensory deficit: 56.8 versus 40.2%; nauseous reflex 82 versus 79.5%; Glasgow score 15, 40.5 versus 32.1%; NIHSS score 2-7, 30.6 versus 32.1%; 8-13, 41.4 versus 43.8%; 14-18, 16.2 versus 17.9%; 19-23, 11.7 versus 6.3% |
| Morphologic  | Cerebrovascular disease subtype Anterior circulation partial infarction 88.3 versus 90.2% |
| Comorbidity  | DM 50.5 versus 42%; HBP 83 versus 84%; COPD 7 versus 14%; CVE 39 versus 40% |
| Previous treatment | Corticosteroids; antibiotic |
| Socioeconomic, cultural, habits | Smoking 31 versus 35%; alcohol 24 versus 24% |

RTI = respiratory tract infection; BMI = body mass index; DM = diabetes mellitus; HBP = high blood pressure, COPD = chronic obstructive pulmonary disease

Figure 1 Baseline state characteristics: diagnostic demarcation (selection criteria) and prognostic stratification (demarcation) (variables that impact on the outcome regardless of the maneuver)

versus 7%, \( p = 0.088 \)), which could have impacted on the final result. Since a stratified analysis was not performed, is not possible to observe the impact of each maneuver according to different risk factors and thus, the result can be attributable mainly to the average characteristics of the population under study.

In Figure 2, the quality of the maneuver application (turn-mob program against usual position changes) has to be considered, verifying that peripheral maneuvers are implemented similarly in both groups.

Although there were no differences in peripheral maneuvers, the application of the turn-mob program was initially standardized and verified day by day; on the other hand, the application of the usual treatment was never standardized or verified and, therefore, there is no guarantee that it was carried out; furthermore, at hospital discharge, the patient did not receive nursing support at home. This could represent more than superiority for the turn-mob program over the usual treatment: the result of application of the turn-mob program against nothing.

Regarding the outcome, there was no possibility of having differentially detected the presence of nosocomial pneumonia, since all patients were submitted to chest X-ray at discharge or upon the slightest clinical suspicion. Similarly, there was no problem due to patient losses (transfer bias), since only two patients were excluded out of a total of 225 due to the presence of pneumonia within the first 48 hours of admission to the hospital (Figure 3).

General Comments

As an overall comment on the methodologic design and development of the project, we could say that the population selection was adequate (adequate assembly), by considering subjects with high probability of developing nosocomial pneumonia and in whom the application of the program turn-mob was feasible. The distribution of different prognostic factors was shown to be similar between groups, which
On the other hand, although the absence of a difference between the presence of diverse characteristics and the treatment group was demonstrated (chi-square test), a multivariate adjustment for the effect of the turn-mob program would have been attractive, due to the multiple characteristics of the baseline state and the co-maneuvers that could have impacted on the outcome. In this case, the multiple logistic regression test would have been appropriate, since the outcome nominal.

As for the sample size (addressed in part V), the method used for its calculation is not mentioned; however, we should remember that this calculation is performed in order to obtain the required number of patients to demonstrate that an expected difference between two groups is real and not by chance. In this case the observed clini-
cal difference of 12.6% versus 26.8% was statistically significant and thus, we can assume that it is real, since the probability of it being due by chance is lower than 5% ($p < 0.05$). And even when the calculations are not described, with the incidence of 2 to 23% mentioned in the introduction, we can estimate that the highest value was used and a direct reduction of about 15% was considered, which yields a sample size between 90 and 103 subjects per group (Fleiss-Kelsey formula) and if we add 20% to this, we obtain a value around the 225 subjects included in the study (sample size estimation for proportions difference).

Finally, in general, direct differences greater than 10% or an NNT=10 (CI-VI) were considered clinically relevant. In this case, the difference was 14.2 and the NNT consisted of 7.04 patients (which rounded is equivalent to 8) to see the benefit in one. With these results, we can clearly conclude that it is clinically relevant.

**Conclusions**

We cannot rule out the presence of a performance bias where the usual treatment would had not been carried out, in which case the conclusion would not be that the turn-mob program is better than usual mobilization performed by nursing staff, but rather it would have to be concluded that the program turn-mob in a post-ischemic stroke patient is better than no rotation or mobilization. On the other hand, we cannot identify whether the turn-mob program retains its benefit in different severity strata, since no stratified analysis was performed and no adjustment was made through a multivariate analysis; probably, these analyses were not performed due to the sample size, since 44 nosocomial pneumonia cases are insufficient when stratifying or adjusting. As we can see, every study has errors and yet, there is valuable information; however, to weigh it, is essential to have some notion on clinical research.
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IX. From Clinical Judgment to Clinical Trial

Juan O. Talavera, Rodolfo Rivas-Ruiz

Two strategies are described, intended to understand causality and documenting it with the best evidence: the clinical judgment and clinical trial. In the first one, the baseline state, the maneuver and the outcome are identified, each one with characteristics showing the complexity of the causality phenomenon, whose control allows for systematic errors to be prevented: in the baseline state, inadequate assembly and susceptibility bias; during the application of the maneuver, the performance bias; in the outcome measurement, detection and transfer biases. In the clinical trial, the tactics that try to isolate the effect of the principal maneuver from that of other components of the causality phenomenon —previously described in the clinical judgment section— are mentioned. For that purpose, the opportunity for the maneuver to be manipulated, and the temporary nature of the causal relationship are used. Its characteristics include allocation and blinding of the maneuver, feasibility of its early interruption, the analysis according to the adherence to the maneuver, the groups to be compared, the transient nature of the comparative maneuver and the informed consent. When the physician applies this knowledge in a conscious and structured manner with his/her patient, he/she improves his/her efficiency and brings medical practice closer to clinical research.
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This article was originally published in Rev Med Inst Med Seguro Soc 2012; 50 (3): 267-272 and it has been reviewed for this issue.

In “Clinical Research III” of this series, clinical reasoning (clinical judgment) was addressed as a logical model to explain the phenomenon of causality, which was previously described by Dr. Alvan Feinstein in his books Clinical Biostatistics and Clinical Epidemiology. The Architecture of Clinical Research. According to Dr. Feinstein, every sensible physician should know this reasoning. We dare saying that not only every sensible doctor knows it, but applies it during his/her clinical practice as well. However, sometimes doctors fail to do it consciously and, consequently, in a structured way. Similarly, in number I of this series, research designs were mentioned as a strategy to obtain evidence of such causality. Among them, clinical trials provide the highest quality evidence.

The present article shows these two strategies for explaining and documenting the phenomenon of causality and tries to show them in parallel, in such a way that based on one, the reason for the other is easily understood:

• Clinical judgment, or clinical reasoning/architecture of clinical research, as a phenomenological description of clinical research.
• Clinical trial, as the design that offers the highest quality of information during the clinical research process, by attempting to control or at least to document the involvement of every component within the causality phenomenon.

Clinical Judgment

In order to explain the causality phenomenon, the baseline state, the maneuver, and the result (and its characteristics) are described, as well as five sources of systematic error that can arise if they are overlooked: two in the baseline state, one during the execution or measurement of the maneuver and two in the outcome.

Sources of Error in the Baseline State (Figure 1)

a) Inadequate assembly. Usually occurs when components of the diagnostic demarcation are omitted. It is defined by the population place of origin, the diagnostic criteria and the selection criteria.

b) Prognostic susceptibility bias. Generally observed when the prognostic stratification is omitted. In it, all the factors present at the baseline state that may impact on the outcome must be considered, regardless of the effect of the maneuver.

Sources of Error in the Maneuver (Figure 2)

a) Performance bias. Usually occurs when the different components are not considered in order
Inappropriate assembly
- Diagnostic demarcation
- Selected population
- Diagnosis definition
- Selection criteria

Prognostic susceptibility bias
- Prognostic stratification
  - Chronometric
  - By status
  - Clinical
  - Morphological
  - By comorbidities
  - By socioeconomic and cultural strata
  - By lifestyle

Figure 1 Characteristics to be considered in the basal state to prevent an inadequate assembly and susceptibility bias

for the maneuver to have optimum power and, therefore, the quality of the maneuver turns out being deficient; it also occurs when those actions accompanying it before, during or afterwards are not considered, and which are known as co-maneuvers or peripheral maneuvers. In addition, the comparability of the maneuver has to be specified (efficacy, effectiveness and efficiency), as well as the multiplicity of maneuvers and the temporary concurrence of the comparative maneuver.

Sources of Error in the Outcome (Figure 3)

a) Detection bias. Uneven identification of the outcome, either by diagnostic suspicion or uneven number of outcome assessments between groups.

b) Transfer bias. Patients lost to follow-up not due to random effects. The 20% sample size increase does not solve the problem when losses are associated with the maneuver; it simply maintains data stability in order for the power of the test to be preserved during the statistical analysis.

Figure 2 Characteristics to be considered in the maneuver to prevent performance bias
Clinical Trial

Clinical trials allow for information to be obtained with such quality that it attempts to isolate the result provoked by the principal maneuver on the baseline state and controls for components that may participate in the outcome or provoke a biased assessment of it. Clinical trials, unlike observational studies, allow for the maneuver to be manipulated, which confers distinctive characteristics to it.

Among the characteristics accompanying the maneuver, either in an immediately previous period, during or in a subsequent period, the following are exclusive of clinical trials (Figure 4):

Figure 3 Characteristics that have to be considered in the outcome to prevent diagnostic detection and transfer bias

Figure 4 Clinical trial characteristics
• Maneuver assignment: is the distinctive characteristic between the clinical trial and other designs, since only the clinical trial offers the opportunity for the maneuver to be assigned. Random assignment of the maneuver attempts to generate groups with similar baseline conditions between the different maneuvers (to avoid prognostic susceptibility bias), thereby preventing discrepancies that might later be the cause of outcome differences. Even though this is a highly popular strategy, it does not prevent the presence of the “trans-stratification” phenomenon, nor does it specify the impact of the maneuver on different prognosis strata (see “Clinical Research III”). This phenomenon can be prevented if a randomization by strata is performed, provided the analysis of the results is carried out within each stratum and not just globally. Similarly, randomization has other functions such as compliance with the ethical principle of offering each individual the same opportunity of receiving the experimental maneuver, and the possibility that subjects with similar maneuver adherence probabilities are assigned to each treatment arm (to avoid performance bias) and similar probability of dropping out from the study (which reduces the transfer bias). Finally, it is worth mentioning that randomization facilitates the blinding of the maneuver. This is how the maneuver reduces the probability of biases that are distinctive of the baseline state, the maneuver and the outcome.

• Blinding of the maneuver: this strategy seeks primarily to prevent the involvement of subjectivity in the assessment of the outcome (in order to avoid detection bias). It is subdivided in three categories depending on who does not know the treatment maneuver within the research process:

a) Single-blind: this is considered when the patient ignores which treatment he/she is receiving, i.e., doesn’t know to which maneuver he/she was assigned.

b) Double-blind: when the patient and the investigator do not know the treatment arm.

c) Triple-blind: when the patient, the investigator and the one who analyzes the data do not know the treatment arm.

In addition to this, when the form of delivering a drug is different (e.g., drug \( a \) is administered twice-daily and drug \( b \) thrice-daily; or drug \( a \) is orally administered and drug \( b \) intramuscularly), or when the physical appearance of the drug is different (drug \( a \), blue pill; drug \( b \), yellow) a double simulation is used (double-dummy); for example, if the patient receives drug \( a \) only twice a day and drug \( b \) three times a day, three drug \( b \) placebos will have to be added to drug \( a \), which have to be taken the same way three times daily and two drug \( a \) placebos will have to be added to drug \( b \), which have to be taken twice daily.

• Early interruption: clinical trials may be interrupted for two inherent reasons to the treatment: early difference between groups in the primary outcome, provided there is no probability of such differences to be lost once the sample or the follow-up are completed; and due to the presence of adverse events, above the upper limit of the 95 % confidence interval, estimated according to the corresponding sample size or follow-up period.

• Analysis according to adherence to the maneuver: hardly a clinical trial with a follow-up period exceeding a few days ends with an adherence of all participants to the maneuver of at least 80 % (e.g., taking the drug at 80 % of the doses). In general, non-adherent patients are expected to be similar in number and characteristics—at baseline and in peripheral maneuvers—between treatment groups; similarly, subjects lacking adherence are expected to have similar characteristics to those reaching the end of the study with adequate adherence. Thus, assuming a random lack of adherence between groups, data are analyzed using two strategies:

a) Intention to treat (ITT) analysis, which is characterized for including in the outcome assessment both those subjects who complied with an adequate adherence (\( \geq 80 \%) \) and those who did not (\(< 80 \%) \) adherence).

b) Per-protocol analysis, when the decision consists in including in the analysis only data from subjects with a \( \geq 80 \%) \) adherence.

In the intent-to-treat analysis, a decrease in differences between treatment groups is usually observed, whereas in the per-protocol analysis, that what could be the real difference between the maneuvers is usually preserved, provided losses have been random; otherwise, one of the groups might end up being favoured (let’s imagine that those subjects with more adverse events are not adherent and that these are differentials between the maneuvers, or that the subjects with better or worse response to the treatment are not adherent and that the response was also differential between the groups; if this occurred, performance bias would be present).

Other non-exclusive characteristics to clinical trials, since they can also be considered in observational studies, include the following (Figure 4):
Groups to be compared. It is important assessing which is the comparator of the principal maneuver, since depending on this, clinical trials have been classified in efficacy, effectiveness and efficiency studies:

a) **Efficacy**: when the active maneuver is compared against placebo or against nothing. This comparison tries to demonstrate that the active maneuver works better than doing nothing or just giving a placebo.

b) **Effectiveness**: represents the comparison of the active maneuver with a standard treatment; therefore, it tries to demonstrate the superiority of a maneuver against another. This study must be weighed carefully, since not finding any significant differences does not mean that the maneuvers are equal or equivalent. If that what is sought is to demonstrate equivalence, the sample size will have to be estimated for a maximum difference of about 3%. If that what is looked for is non-inferiority, a maximum difference of 9% will have to be considered.

c) **Efficiency**: it refers not to a comparison, but to the impact of the maneuver once it is applied in the community.

Transient nature of the comparative maneuver. In most cases, clinical trials comparing two or more maneuvers have the virtue of doing so within a time schedule and, consequently, with simultaneous (in parallel) application of the maneuver. Other different comparison modality are the crossover studies, where the maneuvers to be compared are carried out on successive periods and alternately in each one of the subjects under study; the big advantage is that the subjects to be compared are the same and, therefore, the remaining variables outside the principal maneuver are identical; however, these studies have some problems, such as: 1) the carry-over effect, in which when introducing the second maneuver, the subject’s basal conditions have changed by the action of the first, or 2) when the disease has changed by itself during the period of time of application between the first and the second maneuver. On the other hand, this type of design is typical in stable pathologies with minimum changes expected in the scheduled study period (where after removing the first maneuver the subject actually returns to the previous baseline state) and in cyclical pathologies (whose behavior is practically the same at each cycle).
When comparing different maneuvers at the same time or at very close periods, diagnostic conditions of the pathology under study are expected to be similar, and the possibility of accessing to peripheral maneuvers to be alike; in this way, the possibility that the differences between therapies are not due to differences in diagnosis (susceptibility bias) or in accessibility to peripheral maneuvers (performance bias), or in diagnostic criteria (inadequate assembly), or in outcome assessment criteria (detection bias) is avoided. Finally, we should mention that in a clinical trial, the baseline conditions and follow-up time of subjects included and randomized to one therapy or another is the same.

- Informed consent. Since in all cases the maneuver will be assigned, even if it entails a minimal risk, ethical principles of research in human beings must be protected. (Therefore, the principles that must be considered to safeguard the rights and wellbeing of patients participating in research projects will be highlighted.)

**Conclusions**

Identifying and mentally organizing the details of the causality phenomenon during the clinical course of a disease, and knowing the reasons of the distinctive characteristics of a clinical trial, allows for the bond of clinical practice with clinical research to be understood and, consequently, it facilitates a reasoned and structured bidirectional exploitation of both for the benefit of patients. It is important to note that, as mentioned by Dr. A. Feinstein, the people more used to the handling of causality is the clinician, since everytime he assigns a maneuver to a patient he/she is applying this knowledge and skills, and that doing it in a conscious and structured way, undoubtedly will improve his efficiency and will bring medical practice closer to clinical research (Figure 5).

**Recommended readings**

The cohort study is characterized for the follow-up of a group of subjects with similar characteristics over time. After the clinical trial, this is the second research design with the highest quality in the collection of information. Although there is no assignment of the maneuver that characterizes the clinical trial, there is the opportunity of having the subjects followed over time and, consequently, with the consistency of having the maneuver measured before the onset of the outcome (observational maneuver, since it is not assigned by the investigator—also known as “measuring the exposure”).

It is important to mention that any research study that attempts to explain the phenomenon of causality is at risk of generating biases, either when defining the baseline state (by inadequate assembly and susceptibility bias), during the maneuver (performance bias) or when measuring the outcome (detection bias and transfer bias), as shown in Figures 1a, 1b and 1c, previously described in “Clinical Research III” and “Clinical Research IX” from this same series. However, the characteristics of the cohort studies try to avoid them.

**Main Characteristics (Table I)**

**Exposure to the Maneuver**

This is an observational study and, hence, the researcher is able only to measure the exposure to the maneuver, unlike the clinical trial, where the investigator assigns it. It should be mentioned that, although the clinical trial is the ideal design for assessing a therapeutic maneuver, its assessment by means of observational studies such as cohort studies is currently accepted (the effect of a drug prescribed by someone other than the investigator can be assessed, for example, phase IV trials). It even happens to be the ideal model when trying to assess a maneuver that cannot be assigned by the investigator due to ethical issues.

It is important to mention that the maneuver divides the cohort into the groups to be compared; at their baseline state, the subjects comprise the cohort as a single group sharing similar characteristics and, with the principal maneuver, they are distributed into exposed and unexposed. The effect of the main variable on the baseline state to generate the outcome shall be estimated, always adjusting for confounders that may be present at the baseline state (inadequate assembly and susceptibility bias) or during the action of the principal maneuver (performance bias). In a clinical trial, random assignment of the maneuver...
Inadequate assembly
- Diagnostic demarcation
- Selected population
- Diagnosis definition
- Selection criteria

Prognostic susceptibility bias
- Prognostic stratification
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  - By lifestyle

Figure 1a Characteristics that have to be considered in order to prevent an inadequate assembly and susceptibility bias

Performance bias
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Figure 1b Characteristics that have to be considered in order to prevent performance bias

tries to control the confounding variables, a possibility that does not exist in the cohort design; hence, possible confounding variables should be thoroughly measured.

Subject Follow-up

The second and most important feature of this design is its longitudinal nature, i.e., there is a follow-up of the subject under study, with the variable(s) of interest being measured over time, so that change (e.g., glucose values) or the appearance of the variable of interest (e.g., infarction, death, adverse event) can be documented.

During the follow-up of the cohort, there is the possibility of including subjects in a similar moment within the clinical course of their condition — generally at the beginning, which is known as an inception cohort — and homogeneously following them during a previously established period, either until the end of the follow-up period or until the outcome. In these cases, the study is known as a closed cohort study, characterized by having similar follow-up periods (Figure 2a). In contrast, there is the open or dynamic cohort, when the inclusion and exit of study subjects at different points during the clinical course of the disease is accepted, with follow-up periods being heterogeneous in this case (Figure 2b).
Due to the follow-up of the study subjects, there is a possibility for execution bias to occur if the maneuver is not homogeneous and constant within each group and upon heterogeneous peripheral maneuvers between groups. Moreover, being a design that involves following subjects over time, the possibility of losing them is elevated, which provokes a transfer bias. Finally, it should be mentioned that particularly in dynamic cohorts, inadequate assembly or susceptibility bias can be induced when including subjects with less or more likelihood of suffering the outcome; for example, when only survivors are included in periods subsequent to the baseline (survivor cohort).

**Directionality in Measurements**

The third characteristic of cohort design is the directionality in the measurement of information, which results in what we know as protective cohort study (prospective), historical cohort or retrolective cohort (retrospective) and the ambispective or retro-protective cohort (retro-prospective) (Figure 3).

The prospective or protective cohort is characterized by the measurement of baseline, follow-up where the maneuver is included and outcome characteristics in real-time and under previously established standards, which provides high quality to the collection of such information and, therefore, the assessment of the impact of the principal maneuver on the baseline state in order to generate an outcome is highly accurate.

In the measurement of the main maneuver and other variables involved in the phenomenon of causality (confounding variables), there are multiple possibilities likely to be generated, such as measurement using criteria as specific as desired or measuring the degree of exposure to it, either at baseline state or during the follow-up —simulating adherence in...
Entry of participants to the study
Its members are recruited in the same time-period and participants are not allowed to enter during the follow-up period. All have homogeneous follow-up periods.

**Figure 2a** Closed cohort design

Entry and exit of study participants
Its members can enter and exit in different periods; therefore, they may have heterogeneous exposition periods. Participants enter or exit the cohort when they meet criteria, incorporating the person-years contribution.

**Figure 2b** Open or dynamic cohort design

the case of the principal maneuver (which prevents performance bias)—. Prediction and measurement of possible maneuvers that may lead to confusion allow for adjustments to be made, either at the baseline state (thereby avoiding susceptibility bias) or during the execution of peripheral maneuvers (in order to avoid performance bias). Finally, objective, specific and homogeneous measurement of the absence of the outcome at the baseline state and the occurrence thereof during follow-up or at study termination prevents an inadequate assembly at the beginning (when the outcome was already present in an early form at the beginning of the study) and subsequently, the detection bias.

In order to simulate the blinding of the maneuver, typical only of clinical trials, in the cohort study the measurement of variables at the baseline state is expected to have been performed by staff that is independent to those who assess the exposure to the maneuver and, in turn, that both these are independent from those assessing the outcome. The advantages offered by early planning of events within the causality phenomenon are only characteristic of protective cohort studies and clinical trials. Thus, among observational studies, the protective cohort is the model with the highest quality in the collection of ideal data for assessing causality.

The *historical or retrolective* cohort does not allow for the maneuver impact to be measured with the same accuracy as the protective cohort, since no variable is measured in real-time in any of the components described in the architectural design—reasoning or clinical judgment—. In the historical cohort, the population selected to be assessed has already been exposed to the variable of interest and has already suffered or not the outcome, with the follow-up period having concluded. However, although no component can be measured in real-time, there must be specific criteria for each variable to be measured, own and expectable in a routine clinical record. During the planning of the study, the researchers must have specified criteria for each variable to be measured and strategies to improve the quality of the information. One of these consists in fragmenting the clinical record into three sections: one that corresponds to the baseline state, other to the exposure
to the maneuver and other to the measurement of the outcome, so that each block of information can be reviewed independently (similar to that described in the prospective cohort). Although this strategy has the great disadvantage that some of the information may not be found in the clinical record or its quality may be questionable, the historical cohort shows what happens in real practice; therefore, when assessing a therapeutic maneuver, the result is closer to that what will happen once it is applied in the population, unlike to what happens with the clinical trial or the protective cohort, without the effect of surveillance and thoroughness in measurements or follow-up of the subject.

**Search for Association**

The fourth characteristic of the cohort design is the search for association. Actually, at present few descriptive studies are performed; however, every study describes the characteristics of its population in the first paragraph of the results. The cohort is a comparative study, either because it compares the study subjects' exposure with different maneuvers or with the change or appearance of some characteristic over time.

**Comments**

It is important to emphasize at what moment the assembly of the population occurs in cohort design, since it is one of the characteristics that clearly differentiates this study from other observational designs. In the cohort, the population enters at the baseline state, regardless of the directionality of measurements. For instance, if we are dealing with a prospective cohort of patients with type 2 diabetes mellitus and we want to follow them for 10 years, every newly-diagnosed patient with the disease in a specific population who meets the selection criteria will be able to enter and will be followed for 10 years, with variables being measured in real-time. But if we have a ret-
rolective cohort (historical), every patient belonging to the population of interest that 10 years ago or more was diagnosed with type 2 diabetes mellitus, and that at that time fulfilled the selection criteria, will be able to enter and will be followed in his/her records from that time until the follow-up time is covered or until the onset of the outcome; clearly, in that case variables will not be measured in real-time.

**Recommended readings**


XI. From Clinical Judgment to Case-control Design

Juan O. Talavera, Rodolfo Rivas-Ruiz

Although the case-control study is apparently a simple design for solving questions, it is without any doubt the most complex. Like the historical cohort, it is loaded with a series of potential biases resulting from the reconstruction of the events preceding the outcome, in addition to the biases in the selection of the control group. Therefore, this design should be considered only in cases where answering the clinical question through a clinical trial or a cohort study is not possible.

The collection of the information required to document the causality phenomenon —described under the concept of research architecture or clinical judgment (Figures 1, 2 and 3)— is carried out, in ideal conditions, by means of a clinical trial, whose most important characteristic is the assignment of the maneuver (experimental). When this design is not possible, the cohort is used, which preserves the opportunity of following the study population over time, with the possibility for the maneuver to be documented before the outcome occurs (longitudinal). However, the case-control design will have to be considered if the uncommonness of the phenomenon being analyzed, the difficulty to complete the sample size or the relevant use of resources, force to do so.

This design is characterized by having a series of cases for which a control group (comparative group) is identified. Unlike the clinical trial and the cohort study —where the maneuver is assigned (experimental) or identified before the outcome (observational) and a follow-up is conducted until its assessment (longitudinal)—, the case-control study tries to reconstruct the effect of the maneuver once the outcome has occurred (for the cases) or its absence documented (control group) (Figure 4). That is, it starts from the outcome and the information is reconstructed in the direction of the probable cause (figure 5); this design requires for the facts to be reconstructed in the opposite sense as to the way the phenomenon of causality occurs.

Main Characteristics

Case-control design has limits in documenting information, which are similar to those in historical cohort studies (Table 1) and, as a consequence, biases are similar.

Exposure to the Maneuver

This is an observational study that only measures the exposure to maneuver. Unlike cohort studies, the maneuver here does not divide the subjects in two groups (in the cohort, exposed and unexposed), but identification of exposure is part of the fact of being a
Figure 1 Characteristics that have to be considered in order to prevent an inadequate assembly and susceptibility bias.

Case or a control, which causes that within each one of these groups (cases or controls) a subgroup is generated of exposed and unexposed subjects (Figure 5). Documenting the effect of the principal maneuver in case-controls studies —conversely to what happens in clinical trials, where baseline conditions and co-maneuvers are controlled and the principal maneuver is randomly assigned— implies recording all possible confounding variables present at the baseline state (susceptibility bias) or how do co-maneuvers participate (performance bias).

Subject Follow-up

Some authors consider case-control studies to be longitudinal when records exist prior to the outcome, both for cases and for controls. However, it is difficult for this to happen, except for vaccine records, which are kept in the entire population, or when the study is performed in a cohort; in these situations, the quality of evidence will be higher, since exposure measurements will be known before the outcome appears.

In most cases, the reconstruction is made using interviews, whereby the record of what happened with the exposition and the outcome is simultaneous (transversal). This way of getting information is common when the control group members are related to the cases or when they agree to participate in the trial by telephone or Internet; this can even happen with hospital controls, although in these, information can occasionally be reconstructed longitudinally if previous records are available. Obtaining information in a

Figure 2 Characteristics that have to be considered in order to prevent performance bias.
cross-sectional form may produce biases due to poor data quality in all components of the causality phenomenon (baseline state, maneuver, outcome), commonly due to differential recall between the cases group and the control group members.

**Directionality in Measurements**

The case-control design is retrolective (retrospective). Unlike historical cohort—which is also retrolective, but whose population assembly is made based on the baseline state—, population assembly is made on the basis of the outcome (either case or control). That is, at best, the quality of information depends not only on its previous collection with purposes other than the objective of interest (e.g. the vaccination record was not designed thinking on further evaluating its association with any pathology and, similarly, a lot of confounding variables were ommited), but also transfer biases in a cohort of survivors (in a population defined according to the baseline state, it is possible to include both alive and dead cases and alive and dead controls).

**Search for Association**

The search for a control group for a series of cases is always carried out attempting to establish associations.

*First, a series of cases is identified (AMI = acute myocardial infarction) and a control group is selected (without AMI)*

---

**Figure 3** Characteristics that have to be considered in order to prevent detection and transfer bias

**Figure 4** Case-control studies. Case identification and control selection
The presence or not of exposition to the factor of interest is documented. Starting from the outcome, probable cause is tried to be identified.

**Figure 5** Case-control study. Exposure documentation

### Selection of the Control Group

Selecting the control group is the most difficult process in this type of design, and it can induce bias in all sections of the causality phenomenon, especially transfer bias.

Usually, the members of the cases group are selected among patients that in spite of being cared for in the same medical unit, they come from different geographical areas. They are pre-selected patients: in theory, they looked for medical care for different reasons; then, they had to be assessed by at least one doctor before reaching the hospital; in addition, they have to agree to participate or not in the trial and meet a series of selection criteria. Thus, it is difficult to define which population they come from or whom they represent.

### Defined Population

If the population where the cases come from is known and, in turn, it is clearly defined, the biggest difficulty
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<th>Table I Main characteristics of the case-control studies</th>
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The methodological approach considers four features: 1. Imposition or not of the maneuver for investigational purposes: experimental or observational study. 2. Patient follow-up (longitudinal) or not (cross-sectional) over time. 3. Directionality in the collection of information: prolective, retrolective and retro-prolective. 4. Search or not for association of two or more variables: comparation or description. Measurement of outcome occurrence is determined by incidence, prevalence or case-control ratio.
of the study design is solved. This happens when the case-control study is population-based or when it analyzes a group nested in a cohort. In both situations, the total population where the cases come from is available and, evidently, this is where the controls will be selected from. It is even possible to determine which group the deaths (if any) correspond to. When the number of subjects in the population exceeds the size calculated for the sample, it is also possible to make a random selection of cases, as well as of controls.

Given that generally in cohort studies the information of the population under analysis is documented—which was measured before the occurrence of the outcome that will be examined in the case-control study—, errors are avoided in the documentation of such information. Cohort-nested case-control studies have additional characteristics: they usually are restricted to the analysis of elements of interest obtained during the initial assessment of the cohort (which would correspond to the baseline state from the case-control study), instead of addressing elements of the total cohort. This way, only the subjects who have developed the outcome and a control group are examined. This allows for resources to be optimized and to preserve the elements under study in the rest of subjects in the cohort (blood samples, tissues, etc.).

Undefined Population or from a Secondary Source

Since it is common for a defined population not to be available, there are different strategies to obtain control subjects likely to belong to the same population of the cases. The most usual is to include neighbors or friends of the cases, individuals invited by telephone or Internet (previously identified as coming from the same geographic region as the cases) and, in other occasions, hospital-based controls. Whichever the situation, usually there is a sub- or over-representation of the exposure that will alter the results.

Phenomenological Reconstruction of the Facts

Facts must be reconstructed according to the causality phenomenon, regardless of their own limitations on how the population is assembled (from outcome to exposure) and how the data are collected (retroactively and transversally). For this, a series of recommendations exist:

- To clearly establish the criteria for integrating the population to be studied, applicable both to cases and controls (Figure 1). The questioning or search for information on records has to be transferred to the period that for each case or control would correspond to the baseline state, and the following should be attempted for the entire population:
  
  a) Restrict as much as possible the scope of the research only to subjects belonging to the same region.
  
  b) Define the diagnostic criteria, i.e., the population to be analyzed.
  
  c) Define the selection criteria, i.e., requirements to be met by subjects in which the outcome has not occurred or, if the interest is to assess its progression rather than its manifestation, in those in which it still is incipient. Although this might sound obvious, care should be taken to avoid that these criteria do not include subjects with indication or contraindication for the maneuver, but do include those in which the outcome is likely to occur. It is important to remember that the baseline state, even in the group of cases, must be free of the outcome. In fact, criteria are equal for both.

- Document all baseline state variables that are likely to modify the effect of the maneuver on the outcome, or that regardless of the maneuver contribute to the onset of the outcome (Figure 1).
- Clearly define the exposure and, if possible, graduate it for magnitude and time, as well as for all possible co-maneuvers (Figure 2).
- Specify the criteria defining the case and the control.
- Try to select recently diagnosed cases, in order to ensure that the exposition to the maneuver has not been modified after the diagnosis.
- Determine which will be the documentation sources to obtain data for the cases. These must be the same as for controls (figure 3).
- Standardize the way to reconstruct the information for both cases and controls, whether based on previously obtained data or by means of questioning. It would be erroneous obtaining the information for the cases from the record and for controls by means of questioning.
- Assign the tasks of facts reconstruction to different people. Ideally, those who obtain the baseline state information should have no contact with those documenting the exposure to the maneuver and, in turn, both should be different of those who document the outcome.
- Obtain the information in the order at which the causality phenomenon occurs (baseline state, maneuver and outcome).
Comments

Without a doubt, in addition to the mentioned errors, the reconstruction of events based on the outcome entails transfer biases, since in cases and controls only survivors are usually assessed.

It is advisable to avoid the case-control design as a strategy to document the causality phenomenon when the answer can be obtained by means of a clinical trial or a cohort. What this design has in common with the other research designs is that it is only a tool to document the causality phenomenon; therefore, the most important suggestion is to always maintain the mental structure of clinical judgment, by means of which three well-known elements are conceptualized: a baseline state where the distinctive characteristics of a group of subjects lead to their distribution in sub-groups according to their likelihood to suffer the outcome even before the exposure to any maneuver (prognostic demarcation); a principal maneuver with characteristics of its own, accompanied by a series of actions around it (co-maneuvers); and measurement of the changes in the baseline condition or the onset of new characteristics, known as the outcome.

That phenomenological structure, usual for clinicians—clinical judgment/research architecture—is universal and is not modified by the way the information is obtained, either in a clinical trial or an observational study. When performing a structured evaluation of an article or when trying to answer a question by means of a research study, the causality phenomenon should always be thought of from the clinical point of view.

Recommended readings

A longitudinal study, whether it is a clinical trial or a cohort study, has the virtue of following the logical sequence in which a phenomenon occurs (at a baseline state, the effect of a maneuver to generate an outcome is observed). In contrast, in a cross-sectional study, this logical sequence does not exist, since at the moment of measurement the three components coincide: baseline state, maneuver and result. Architectural design (clinical judgment) helps us to artificially reconstruct the components in the time-sequence they occurred. This way, in cross-sectional designs we can even make causality assessments, knowing full well the limitations and risks (Figures 1 to 3). Cross-sectional designs include the case-control study and the cross-sectional survey.

The cross-sectional survey is probably the most widely used design in medical research. In general, except for the analysis of therapeutic maneuvers (in which the clinical trial design is generally used), most causality studies use the cross-sectional survey and only sometimes the cohort design, which is complex and costly due to the large population that must be followed during extended periods.

Cross-sectional survey is characterized for studying a specific population or a sample of such population with data being collected at the same time. That is, the information on the baseline state, the maneuver and the outcome is obtained retrospectively; when the analysis begins, the outcome and the exposure to the maneuver have already happened. Thus, it is not possible to observe the study subject’s baseline conditions and their change over time. However, according to the phenomenon of causality logical sequence, it is assumed that the outcome did not exist before the maneuver was applied. So, the intensity and length of exposure to the maneuver can also be reconstructed in order to establish the magnitude of its association with the outcome. Although all the components of the causality phenomenon are measured at one time, the reconstruction of facts should be made following the logical time-sequence (Figure 4).

### Exposure to the Maneuver

In cross-sectional survey only the exposure to the maneuver is measured, unlike the clinical trial, where the investigator assigns the maneuver. And unlike the historical cohort, where exposure to the maneuver has already been measured, even though with purposes other than research, in the cross-sectional survey, as in the case-control study, the quality of the maneuver measurement is low. The status of the patient, at the moment of measurement, influences on the accuracy of data (whereby the effect or knowledge of the
outcome has some impact) and its distance from the components of the causality phenomenon (the longer the time since the exposure to the maneuver, the less accurate the information). The same happens with the measurement of variables that may confound the effect of the maneuver —conditions previous to the maneuver (baseline state) and conditions accompanying the maneuver in its time (peripheral maneuver)— (Figure 2).

Subject Follow-Up

When the observation of the causality phenomenon components agrees with their time sequence (baseline state, maneuver and outcome), it allows for a series of errors to be predicted and prevented; however, this only happens in clinical trials and the cohort design. In the cross-sectional survey, the assessment of all components is simultaneous —which characterizes it as a cross-sectional study— and the time sequence is artificially reconstructed, but at the risk of placing the maneuver ahead of the outcome or measuring an assumed maneuver that in reality is a consequence of the outcome or a characteristic accompanying the outcome (in a diabetic patient, for example, attributing hypertriglyceridemia to uncontrolled glycemia, when both can be a consequence of other factors).

Although associating an outcome to a probable cause is difficult and errors are frequently generated,
Survival

Example:
20 subjects are lost in group b (b > a)
Actually, they had died (a > b, 70/100 [70%])

Transfer bias
- Lost to follow-up

Detection bias
- Higher number of assessments in one group
  - Side effects
  - Dose adjustment
  - Pre-identification of the disturbance
  - Diagnostic suspicion

Figure 3 Characteristics that have to be considered during the outcome measurement in order to prevent detection and transfer bias

Figure 4 Artificial reconstruction of the causality phenomenon in the cross-sectional survey

cross-sectional survey design is extraordinary for knowing the development of a healthy subject. The height and weight charts for children according to age and sex are an example. These charts were made with cross-sectional measurements of children of each gender and different ages; subsequently, a cohort was simulated where the boy or girl’s size and weight changed according to life-years. This design is known as longitudinal cross-sectional study and is suitable for showing the development of the healthy subject, but does not allow for the natural history or clinical course of a disease to be known, since sicker subjects are lost over time and subsequent assessments only include survivors, which renders for false results of the disease evolution to be obtained. However, this design may be useful in diseases with low mortality, as long as the potential effect of the outcome on the measurement of preceding characteristics is controlled.

Directionality in Measurements

Measurement of all the components of the causality phenomenon at the same time is influenced by the fact that exposure to the maneuver has occurred previously on certain baseline conditions, same as the outcome; i.e., measurements directionality turns the cross-sectional survey into a retrolective (retrospective) study. Unlike the historical cohort (or retrolective cohort) —whose measurements directionality makes it also retrolective in nature——, where the record of facts was made sequentially as they went occurring longitudinally, although for reasons other than research, the reconstruction of facts in the cross-sectional survey is
made at the same time, in such way that the temporary nature and magnitude of exposure to the maneuver and co-maneuvers, as well as the baseline conditions —those preceding the maneuver— will depend, most of the time, on the memory of the subject under study, which affects the accuracy of data and attributions of causality due possible biases in the baseline state, the maneuver and the outcome (Figure 4).

Search for Association

The search for causality will always imply comparing regardless of the design. Similarly, cross-sectional survey involves comparing the effect of the maneuver of interest on the baseline state, against its absence or against the effect of other maneuvers.

Phenomenological Recreation of Facts

Being a cross-sectional and retrospective study, recommendations are provided in order to reconstruct the facts as close as possible to the phenomenon of causality.

The process of gathering information should always begin with that what would correspond to the baseline state, specifically with the selection criteria, which must be the same for the entire study population. Similarly, at the baseline state, all the characteristics that might influence on the outcome should be documented, regardless of the maneuver or by interaction with it.

The characteristics of the maneuver and co-manuver should be defined as far as possible, as well as those of the outcome.

It is necessary to try that among the subjects in whom the outcome of interest has occurred only those recently diagnosed are included, in order for the effect of the principal maneuver to be assessed on it and to reduce the probability of the outcome modifying what the maneuver could have been.

It is essential to take care that the structure where information is obtained is always the same and not to favor any tendency, in order for the subjects’ responses not to be biased.

Finally, the collection of information should be segmented, starting with the baseline conditions, continuing with the maneuver, and finishing with the outcome.

Comments

Even when cross-sectional designs (case-control and cross-sectional survey) are somewhat uncomfortable, much of the research used to solve the patients’ ailments comes from studies with these designs. Although the actual structure of the phenomenon of causality and the reconstruction of its components in the cross-sectional survey are artificial, they are logical and necessary when using clinical judgment.

Recommended readings

XIII. Research Design in the Structured Review of an Article

Juan O. Talavera, Rodolfo Rivas-Ruiz

The quality of information obtained according to the research design is integrated to the structured review in accordance with the causality model. For example, it is used in the article “Reduction in the incidence of post-stroke nosocomial pneumonia by using the ‘Turn-mob’ Program”, whose design corresponds to a clinical trial. The aspects that have to be identified and analyzed include ethical issues, which are intended to safeguard the safety and respect for the patient; the random assignment, intended to generate groups with homogeneous baseline conditions, comprised by subjects with the same probability of receiving any of the maneuvers being compared and with the same pre-maneuver likelihood of adherence to them and the same chances of dropping out from the study for causes other than the maneuver. Other aspects include the relativity of the comparison, the blinding of the maneuver, the application in parallel of the comparative maneuver, the early termination and the analysis according to the degree of adherence. The analysis according to research design is supplementary to that performed on the basis of the causality architectural model and statistical and clinical relevance considerations.

Key words
research design
clinical trial
causality
bias

This text integrates the structured review of an article (Figures 1 to 3 from part VIII of this series), the characteristics of the research design and the resulting quality of the obtained information (parts IX and XII, also from this series).

We will use again the article “Reduction in the incidence of post-stroke nosocomial pneumonia by using the ‘Turn-mob’ Program” (published in J Stroke Cerebrovasc Dis. 2010;19:23-8), which aimed to demonstrate the efficacy of a mobilization program in bed in order to decrease the incidence of nosocomial pneumonia in patients with ischemic stroke. The research design used was the clinical trial; therefore, we will analyze its characteristics (Figure 4) and integrate them to the example based on the causality architectural approach described by doctor Alvan R. Feinstein.

Design Characteristics. Clinical Trial

Ethical Aspect

Although the first aspect that has to be analyzed is the ethical one, in view of its extension and distinct nature, it will be discussed in other article.

Random Assignment

An element that defines the clinical trial is the random assignment. This is intended to generate groups with homogeneous baseline conditions in order to avoid susceptibility bias; to integrate in the groups subjects with the same probability of receiving any of the maneuvers being compared, and with the same pre-maneuver likelihood of adherence to them in order to avoid performance bias; to facilitate the blinding in the assessment of the outcome and, consequently, to reduce the diagnostic detection bias. Randomization also distributes the subjects between the groups with the same probability of dropping out from the study for causes other than the maneuver, thereby reducing transfer bias.

As for the Turn-mob program, it was randomly assigned and achieved balanced groups at the baseline state, except for chronic pulmonary obstructive disease, which could have favored the experimental maneuver. Thanks to randomization, groups were generated with the same likelihood of adherence to the maneuver, although in this study, adherence to the standard maneuver was never verified, whereby it is possible that it was total absence of mobility of the patient. As for the assessment of the outcome, it is not specified if it was performed by a second assessor without any knowledge of the group the patient
Fig. 1 Characteristics that have to be considered at baseline state: diagnostic demarcation (scope of research, stroke definition, selection criteria) and prognostic stratification (variables that impact on the outcome regardless of the maneuver). In the Turn-mob program, although randomization was able to balance groups characteristics, except for chronic obstructive pulmonary disease (COPD)—discretely higher in group b (14 versus 7 %, p = 0.088)—and may impact on the final result, it is not possible to observe the effect of each one of the maneuvers depending on different risk factors and, thus, the result must be attributed mainly to average characteristics of the population that belonged to. Finally, no losses are observed that might have caused transfer bias.

Relativity of the Comparison

Although the Turn-mob program was planned as an effectiveness study by comparing the new against the standard maneuver, it could have turned out to be an efficacy analysis since the possibility exists for the comparative maneuver to be precisely not applying any action.

Blinding

Blinding of the maneuver was impossible in the Turn-mob program and, although a second assessor of the outcome could have been promoted, this is not mentioned. Therefore, there was the likelihood of diagnostic detection bias.

Parallel Comparative Maneuver

The requirement of performing a comparative maneuver in parallel (during the same calendar days) was covered and was met by preventing differences in the diagnostic or stratification demarcations (in order to avoid inadequate assembly and prognostic susceptibility biases), differences in accessibility to peripheral maneuvers (to avoid performance bias) and differences in outcome diagnosis criteria (which reduces the possibility of detection bias).

Early Termination

There was no presence of adverse events due to the maneuvers. Nor were there early differences in the outcome. Should events or differences have been present, these might have stopped the Turn-mob program.
Talavera JO et al. Research Design in the Structured Review of an Article

Diagnostic demarcation

Population selection method

Peripheral maneuvers
- Intubation 7.2 versus 8%
- Enteral nutrition 19.8 versus 21.4%
- Intravascular catheter 3.6 versus 6.3%

Figure 2 Characteristics that have to be considered during the application of the maneuver: quality of application of the principal maneuver (Turn-mob compared with usual position changes) and verifying that peripheral maneuvers are applied similarly in both groups. Although there was no difference in peripheral maneuvers, the application of the Turn-mob program was initially standardized and verified day by day. Conversely, usual treatment was never standardized or its application verified on a daily basis; therefore, there is no guarantee that it was carried out; furthermore, when the patient was discharged to home, nursing support ceased to exist. This could represent more the result of applying the program against no action than superiority of the Turn-mob program over the usual treatment.

Change of position and passive movements performed by a trained family member. Verified by a rehabilitation technician.

Nosocomial pneumonia

Prognostic stratification

Analysis According to Adherence

The last aspect is the analysis according to adherence, which shows clearly that the Turn-mob program was carried out in the intent-to-treat modality, since all patients were assessed in each one of the groups they were assigned, regardless of whether in the group with the standard maneuver they received it or not, as it could have been the case, with the consequent performance bias.

Final Comments

As we can observe, the analysis of a research article or work according to the design used is complementary to the analysis made on the basis of the causality architectural model; on the other hand, statistical and clinical relevance considerations will have to be taken into account. Without any doubt, the performance of a structured analysis requires time and knowledge and with no doubt it is more enriching than just

Figure 3 Characteristics that have to be considered in the outcome: there is no possibility of having differentially detected nosocomial pneumonia, since all patients underwent chest X-rays at discharge or upon the slightest clinical suspicion. Similarly, there is no problem due to patient losses; only 2 cases were excluded out of a total of 225 and due to the presence of pneumonia within the first 48 hours of hospital admission.

Two patients were excluded due to pneumonia within the first 48 hours.
Figure 4 Clinical trial characteristics in parallel to clinical reasoning

accepting a foreign and superficial quality judgment, as it is pretended in the classification by level of evidence. On the other hand, keep in mind that although every article specifically tries to answer one question, it happens to contain a large amount of useful information for the clinician, such as epidemiological and clinical aspects of the pathology under study.
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