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Clinical Research

This series of articles is an attempt to provide to the clinical care 
physician a tool for better interpreting their day-to-day observa-
tions in order to solve the patients´ health problems. This way, 

he will not depend on others’ interpretation and he will also be able to 
identify unintended or intended misinterpretations that are observed in 
scienti  c publications. The series begins with a description of different 
approaches, out of which two have to be highlighted: the architectural 
approach, which is based on clinical judgment in order to describe the 
causality phenomenon and the process studies (diagnosis); and the hier-
archical approach, the axis of which is the quality of information and 
where four basic designs are shown: the clinical trial, the cohort, the case-
control design and the cross-sectional survey. Additionally, a strategy is 
referred, which allows for us to understand the reasons for the statistical 
testing and the size of the sample, followed by the difference between 
statistical signi  cance and clinical relevance, with the latter determining 
the usefulness of the maneuver. Then, the systematic search procedure is 
described, a strategy aimed to  nd, in a fast and orderly manner, articles 
able to answer questionings generated in clinical care routine. The sup-
plement concludes with a pair of examples: the  rst one, which integrates 
the elements proposed to be essential for a structured review of literature 
and the second one, which shows the combination of the architectural and 
the hierarchical models. 

 

Juan O. Talavera

Introduction
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Preface

Alberto Lifshitza

aSenior advisor on education, research and health 
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Federal, México.
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Importance of the Dialogue Between Clinical Practice 
and Scientifi c Research

 Even though clinical practice is nourished by the results of sci-
enti  c research and the latter is fed by the needs in clinical 
practice, the truth is that in recent times these two worlds have 

grown inconveniently apart. One seems to be the world of science and 
other the world of clinical practice. Even in the curricular structures 
of medical training, two clearly de  ned stages are differentiated: basic 
sciences and clinical disciplines, to such a degree that they appear as if 
they were two separate careers. All curricular programs have to make 
use of integrative activities since they are often seen as separate com-
partments. Furthermore, in many schools, basic science teachers are 
not clinicians anymore, but biologists or chemists; hence, they lack 
the perspective of the physician’s professional practice, and many 
clinical teachers have forgotten, if not disregard or fear, basic sci-
ences. Today, new basic sciences such as epidemiology, statistics, and 
communication and information technology have been added, and a 
trend towards geting out of the basic-clinical dichotomy and endeavor 
into the essential-applied dichotomy is rather perceived (Bandiera G, 
Boucher A, Neville A, Kuper A, Hodges B. Integration and timing 
of basic and clinical sciences education. Med Teach. 2013;35(5):381-
7. doi: 10.3109/0142159X.2013769674. Epub 2013 Feb 27). Moreover, 
clinical practice is at risk of becoming an empirical, re  ex, stereotyped 
activity when it drifts away from science, even from the so-called clin-
ical science.

The movement of clinical epidemiology represented a change in 
the way the archetypal activity of physicians is seen by incorporating 
methods that are characteristic of science not anymore to the inquiry of 
basic aspects of medicine, but to clinical practice itself, and not only as 
a strategy for the generation of knowledge, but to take care of patients 
more adequately. From this proposal, many methodological advances 
emerged, several of which were grouped within evidence-based medi-
cine. One of the most important achievements for the care of patients 
has been precisely the implementation of these methods in the search 
of better solutions for the diseased. This supplement is a contribution 
in this sense and not necessarily for the training of investigators but 
for the training of better physicians that integrate research activities to 
their routine clinical practice. Ultimately, patient care is an appropriate 
space for this integration of complementary visions: there is where the 
research needs to arise and there is where the results arrive as better 
solutions than the previous ones.
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Evidently, traditional training of physicians does 
not cover suf  ciently this ability to identify problems 
in daily routine that should be addressed using sci-
ence, or to look for the appearance of solutions for 
their timely implementation, and even less the ability 
to judge the validity and reliability of everything that 
is published and disseminated. Unfortunately, the 
excess of information is riddled with pseudoscience, 
whether publicity appearing to be scienti  c informa-
tion or well-intentioned results but with methodolog-
ical  aws. Those who take care of patients should 
at least be able to tell apart the valuable from the 
super  uous, the promotional from the scienti  c, the 
applicable from the theoretical, the reliable from the 
questionable, and the valid from the non-valid infor-
mation. The basic input for medical care is, certainly, 
information, and therefore, it has to have quality.

But clinical practice is also an appropriate setting 
for the creation of knowledge. The problem is that 
the motivation, discipline, curiosity or methodology 
required to make this potentiality effective are not 
widespread enough. This supplement is, therefore, a 
valuable tool to awaken the scientist clinicians carry 
within and to pour this capacity to the bene  t of their 

patients and the progress of the profession. Much has 
been debated on whether clinical practice is a sci-
ence or not. What we are able to state is that it is 
a space where knowledge generated by science can 
be put to test, a territory wherein scienti  c research 
needs emerge, an activity that follows a similar 
inquiry methodology to that of science, and a set-
ting where patient-centered research can certainly 
be developed.  

It is true that there are many and very good texts 
on research methodology and scienti  c literature 
critical analysis, but this supplement has the advan-
tage of being aimed at those who are responsible for 
the care of patients in an institution like the Insti-
tuto Mexicano del Seguro Social, and it is writ-
ten by healthcare professionals who have this kind 
of experience, in addition to their methodological 
training, which was focused on clinical research as 
well. The potentiality for  nding questions that can 
be addressed by means of research and pursuing the 
results of investigations in order to apply them at 
the appropriate time on everyday patients has been 
poorly exploited. This Revista Médica del IMSS sup-
plement is a tool to move forward along this path.
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Editorial

Medical Practice and Clinical Research:
Keys to Generate Knowledge and Improve Healthcare

Medical knowledge that integrates clinical research into 
routine medical practice may directly impact in the qual-
ity of care. In the process of medical knowledge genera-
tion are four steps: posing a question related with medical 
practice, analyzing the knowledge published in specialized 
literature, developing a research protocol and publishing 
results. Enabling clinical research-based decisions is es-
sential to favor the development of strategies that increase 
the quality of care.

Key words: clinical research, healthcare quality, periodic 
publications  

Carla Martínez Castuera-Gómez, Juan O. Talavera Researching, creating and sharing knowledge are amongst the 
noblest activities that human beings can engage in, since their 
goal is invariably to improve the condition of life in general. 

This generousness is more evident in the  eld of medicine, since research 
results determine the quality of life that healthy people, as well as those 
affected by some disease, will have. Therefore, the importance of research 
in the medical area lies in its inherent social responsibility. 

In view of the latter, this re  ection seeks to contribute to the idea that 
it is possible to assume such responsibility when healthcare staff main-
tains a symbiotic relationship between medical practice, clinical research 
activities, and the publication of medical knowledge.

From Clinical Practice to the Generation of Knowledge 

The process of medical knowledge generation may improve medical 
care quality when it begins in medical practice, it is enriched by clinical 
research and it ends up with its publication.  

Medical practice can be understood as the strategy routinely followed 
by the physician when choosing the best care alternatives —within her 
means of knowledge and resources— in order to treat a speci  c health 
condition. When the physician faces situations that she is not able to 
solve in the usual way, she reaches the point to start generating medical 
knowledge.  

The  rst step in this process is taken when the doctor poses a ques-
tion trying to solve a problem arising from his professional practice, 
whether trying to establish a diagnosis, estimating the prognosis or 
deciding the cause of the problem or a better treatment. Questioning is 
a skill that physicians develop almost naturally. Routine activities like 
physical examination, history taking or review, prescription of a differ-
ent drug upon complications or persistence of diseases, among others, 
involve a questioning. This questioning is followed by the search for 
causes, comparison of cases, and identi  cation of irregular conditions, 
in order to make decisions on the best treatment for a certain health con-
dition. Questioning, answering and deciding are inherent tasks to the 
medical profession, such as the creation of knowledge. When the physi-
cian gets involved in academic and research activities in parallel to his 
professional practice, questioning and assertive decision-making skills 
are re  ned and sharpened.
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In consequence, physicians who do not engage in 
research are wasting the opportunity to develop their 
professional skills and are neglecting their social 
responsibility by not using their knowledge and capa-
bilities, in order to improve people’s quality of life. 
Moreover, the development of clinical research must 
be included as a requirement in the design of health-
care systems and, therefore, administrative and medi-
cal tasks must exist in order to facilitate its execution.

The next step in the generation of medical knowl-
edge is the search for answers consultating and criti-
cally analyzing specialized literature. The importance 
of this step is that it reduces the risk of investing time 
and human,  nancial and physical resources searching 
for answers to questions already posed, or even worse, 
ending up with inconclusive answers or answers that 
have already been proposed. Furthermore, comprehen-
sive and critical review of literature is crucial because 
it ensures for the manuscript to be original and innova-
tive, with appropriate scienti  c support and high fea-
sibility estimation. When these factors are contained 
in a manuscript, it is more likely that it has accurately 
solved the posed question and that it will be able to turn 
into publication material, due to the relevance of the 
generated knowledge.

This step appears to pose two challenges: access to 
the sources of information and selective search. Actu-
ally, the challenge is only one: knowing how to search.  
Internet and PubMed are powerful sources of readily 
accessible information to all physicians, but if the use 
of search parameters is not known, they become an 
endless reservoir of low quality information that dis-
courages research. For this challenge, a simple solution 
is proposed: teaching selective search strategies and 
constantly putting them into practice. This proposal 
is an aspect in which medical and administrative per-
sonnel can in  uence in order to maintain the medical 
practice-clinical research-publication symbiosis.

The third step in the medical knowledge generation 
process is to design and execute the clinical research 
protocol. The development, the contents, the charac-
teristics and the execution of a protocol are widely 
discussed topics beyond the scope of this re  ection, 
whose central interest is to state that medical knowl-
edge is generated when clinical research is able to 
propose an answer to a question arising from medical 
practice. Nevertheless, it is important to emphasize that 
clinical research and the development of the protocol 
should follow quality control strategies in order to safe-
guard both methodological strictness and participating 
patients. This is achieved with the inclusion and obser-
vance of minimum ethical principles. Involvement of 
ethics committees, international registration of clinical 
trials, peer reviews and editorial boards counseling are 
some of the mechanisms to supervise adherence to eth-

ical principles that warrant the development of quality 
research. 

The execution of the research protocol generates an 
answer to the question. Even though the answer may 
be different from that what was inferred or expected, 
there is certainty that it was obtained collecting and 
testing evidence. Regardless of the answer, the fourth 
step of the process begins, and the time to select a 
journal to publish the obtained information.

Currently, there is a trend to select a journal con-
sidering mainly its impact factor: “today, too many of 
our postdocs believe that getting a paper into a pres-
tigious journal is more important to their career than 
doing the science itself”.1

However, this decision should be based on the 
audience to whom the information is directed, the 
accessibility readiness offered by the journal to 
medical audiences, publishing requirements, and, 
ultimately, the impact factor. This order of selection 
priorities is ideal if the main objective of publishing is 
to  disseminate clinical research results and encourage 
physicians to integrate them in their daily practice, in 
order to improve their practice and care.

Moreover, this order of priorities relieves the pres-
sure imposed when trying to get published in a journal 
with impact factor and supresses frustration when that 
is not achieved. Although academic systems rely on 
parameters such as the impact factor for the assess-
ment of scienti  c productivity, in the local setting, 
there is the possibility of creating assessment mecha-
nisms and incentives that promote the publication of 
medical knowledge in prestigious journals that are 
easily accessible and widely available to the medical 
community, regardless of the impact factor. In our 
country, and especially in our Institution, the Revista 
Médica del Instituto Mexicano del Seguro Social is a 
unique and privileged space that has to be considered 
in order to encourage publication of medical knowl-
edge. 

According to an editorial published in “Proceed-
ings of the National Academy of Sciences,” numer-
ous postdoctoral students state that they would choose 
publishing their academic work in their favorite jour-
nals, those in which they  nd writings they enjoy 
reading, if they were not assessed based on the impact 
factor.1 Moreover, if  —as it has been argued— pub-
lished medical knowledge allows for the best prac-
tices to be shared and promoted, then, the selection of 
the journal to publish should not be de  ned solely by 
the impact factor.2

Taking this into account, it would seem convenient 
to promote publication of knowledge resulting from 
clinical practice research, in readily accessible jour-
nals, since this characteristic will favor its application 
in the medical area. For example, publishing in local 
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journals increases the likelihood that the reader knows 
the author and vice versa. This could be an important 
stimulus to encourage more physicians, who perceive 
themselves on the same level as the authors, to feel 
attracted to create and share their knowledge through 
the process to generate knowledge. Furthermore, phy-
sicians who read knowledge published by colleagues 
may be more likely to integrate it into their own 
practice if the author is a person they respect, partly 
because the readers have the possibility of discuss-
ing with the author and because they are certain that 
the author knows the conditions of their medical ser-
vice or, at least, their local or national circumstances. 
Such knowledge is perceived with authority and not 
as an imported recipe that cannot be applied to local 
circumstances. Selecting this kind of journals reduces 
the temptation to distort the results or the information 
in order to get published, contrarily when the publica-
tion is sought in a high-impact factor journal.1

Finally, if we remember that researching is an act 
of social responsibility, the selection of the journal for 
publishing should not be made based on prestige but 
on the possibility of sharing knowledge. Therefore, 
promoting the improvement of medical practice is 
directly related to the promotion of publishing medi-
cal knowledge based on clinical research. The more 
integrated the medical activity into clinical research is, 
with the resulting publication of the generated medi-
cal knowledge, the greater the chances of in  uencing 
on medical care improvement will be, thus closing the 
virtuous circle of knowledge generation.

So far, we have tried to support the argument that 
the medical practice-clinical research-publication 
relationship has an impact on the quality of medi-
cal care. Like other authors, we believe that clinical 
research by itself has three positive effects:3-6

1. Patients who participate in a clinical research proj-
ect receive better quality of care.

2. The physician’s motivation and satisfaction at 
work increase.

3. Health systems bene  t from the ef  cacy and ef  -
ciency shown by both physicians in their practice 
and patients in their treatment.

However, it is publication and dissemination of 
clinical research-derived knowledge that assures these 
bene  ts will be extended and reproduced by means 
of the medical practice-clinical research-publication 
relationship. The described pathway is ideal for main-
taining this symbiosis and in  uencing on the improve-
ment of healthcare. However, unfortunately, this is 
not the path that is always followed. It is possible, and 
more often than desirable, to  nd unoriginal or poorly 
substantiated and inconclusive clinical research pub-

lications, with very low quality control and, some-
times, disregarding relevant ethical principles. The 
consequences have not been negligible: eroded cred-
ibility of some journals; lack of interest in publish-
ing knowledge, generated by clinical research and in 
conducting research; non-updating of physicians and 
a tendency to reduce their practice effectiveness; as 
well as low or non-existent creation of knowledge 
applicable to the patient’s ailments.

Conversely, when the process to generate knowl-
edge originated in clinical practice and clinical 
research is followed in an orderly manner, a virtuous 
environment is generated, and it stimulates the medi-
cal practice-clinical research-publishing symbiosis. 
A physician involved in medical care that performs 
clinical research and crystallizes the process with the 
publication in journals that are accessible to her col-
leagues becomes an authority and a role model. Any-
one who solves the needs of medical practice through 
clinical research develops good care habits and makes 
it easy for this attitude to be reproduced among the 
healthcare personnel she works with. In summary: 
an immediate improvement in the care of patients is 
estimated.

Conclusions

The impossibility of a physician to address part of 
his social responsibility by not getting involved on 
academic and research activities could be consid-
ered overwhelming. However, there is no reason for 
such an interpretation when it is understood that the 
responsibility of this professional is the generation of 
medical knowledge and its use for the improvement 
of patient care. It is the responsibility of administra-
tive personnel and healthcare systems designers to 
promote favorable environments to engage physi-
cians in clinical research and publish their results. 
With this in mind, there are four aspects that are 
worth thinking of:

• Not all medical practice should become research 
material, but all research must turn into decision-
making material in clinical practice.

• Training in information search techniques and 
adequate analysis of literature are simple and inex-
pensive alternatives that will help doctors to re  ne 
their questioning and decision-making skills in 
favor of better patient care. Evidently, this requires 
basic training that allows assessment of quality 
information and preventing its acceptance without 
critical re  ection.

• Support to the publication and dissemination in 
local medical journals can be a mechanism for 
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stimulating the medical practice-clinical research-
publication symbiosis.

• The creation of a favorable environment for phy-
sicians to conduct clinical research is an oppor-
tunity for healthcare systems administrators and 
decision-makers to facilitate the generation of 
medical knowledge that impacts on the quality of 
care.

Consequently, stimulating academic and research 
activities in discussion sessions between physicians 
and residents is suggested, since literature search tools 
and critical analysis are thereof transmitted, in order 
to solve questions arising from medical practice. Since 
many healthcare centers are also teaching centers, this 
task would only imply time organization, setting up a 
classroom or a meeting room with computing equip-
ment, access to Internet and interactive communication 
systems, which allow for real-time medical literature 

searches and promote communication between physi-
cians from different healthcare centers.

Finally, the promotion and support to local jour-
nals can be achieved if physicians ask for those 
publishing spaces to be opened, and, at the admin-
istrative level, if their production and distribution is 
facilitated. 

Knowledge that is generated but not shared is 
useless knowledge because there is no possibility of 
applying, reproducing and improving it. Publication 
is the most powerful mechanism to share knowledge 
since, on one hand, it forces its generators to structure 
and order it in an accessible way and, on the other 
hand, because publishing crystallizes knowledge for 
its recall and consultation. The publication of medical 
knowledge, supported by medical practice and clinical 
research, is useful knowledge that will allow improve-
ment of medical care quality and the ful  llment of the 
social responsibility inherent to medicine. 
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Clinical Research

I. Research Designs

Juan O. Talavera

Clinical research takes care primarily of the study of groups of diseased 
individuals in order to establish a diagnosis, estimate a prognosis and 
start a treatment. With this purpose, it uses the scienti  c method from 
different points of view: architectural, which is divided in cause-effect 
and process studies; methodological, which includes clinical trials, 
cohort–case-control–studies and surveys; and by objectives, which 
comprised diagnostic test, prognosis and treatment studies, as well as 
risk factors or etiologic agent studies. These designs are considered to 
be primary, i.e., they use information obtained directly from the subject 
under study; however, there are other that use information from primary 
studies, which are known as secondary or integration designs.

Key words
research
research projects
clinical trial

This article was originally published in Rev Med Inst Med Seguro Soc 
2011; 49 (1): 53-58 and it has been reviewed for this issue.

Introduction

Clinical research, known as clinical epidemiology –a 
term that under the current sense was quoted by Alvan 
R. Feinstein (previously, it had been used by John R. 
Paul, to refer to what we currently know as social epi-
demiology and community-based medicine)– takes 
care of the study of groups of individuals in order to 
obtain decision-making evidence in patient care; i.e., 
it deals with the study of the structure and function 
of research performed in diseased subjects. However, 
sometimes it overlaps with classical epidemiology 
and studies the subject before the development of 
the disease. On the other hand, knowledge acquired 
in clinical epidemiology applies to the patient as an 
individual entity, whereas in most cases, knowledge 
obtained in classical epidemiology applies to a group 
of subjects.

The research method in clinical epidemiology is 
unique and it is consistent with the scienti  c method. 
However, for educational purposes, classi  cations 
have been made from different points of view, out of 
which three are the most common.

The  rst one, called architectural, is based on the 
most accurate description of the real event and inclu-
des cause-effect and process studies. The second one, 
known as methodological, is characterized for hierar-
chically categorizing the quality of the information 
obtained from the groups under study; it comprises 
clinical trials, cohort –case-control– studies and 
surveys. The third one uses the purpose it entails in 
everyday clinical practice and is known as approach 
by objectives; it is divided in diagnostic, prognostic, 
treatment and risk factors or causative agent (causa-
lity) studies.

Studies not considering a maneuver imposed by the 
investigator and that, therefore, are not experiments 
but observations, follow the principles of the scienti  c 
method and replace the experimental maneuver with a 
naturally-occurring or an imposed maneuver with pur-
poses unrelated with the research.

Architectural Approach

When we talk about cause-effect studies, we refer 
to the change suffered in the subject’s baseline state 
when receiving a maneuver, for example: when esti-
mating, in a previously healthy patient (baseline state) 
who suffers a head injury (observational maneuver), 
the probability of dying or being left with sequels 
(outcome); or when assessing, in a patient with hea-
dache (baseline state), if a prescribed analgesic 
(maneuver) reduced the pain (outcome). This means 
that cause-effect studies not only include the search 
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Figure 1 A cause-effect study seeks to establish the association between the maneuver and the change in the subject’s baseline 
state, which generates a result. Three components must be considered: the subject’s baseline state, the principal maneuver and 
the outcome or result; according to the question, the comparative maneuver may be necessary or not.

Cause-effect Study

Baseline state 
(pain)

Result 
(pain reduction)

Principal maneuver (analgesic)

Comparative maneuver (placebo)

for an etiologic agent or risk factor, but also for prog-
nostic factors and even therapeutic actions. On the other 
hand, process studies assess the quality of procedures, 
either by comparing the procedure to be analyzed with a 
standard or with another execution of it; for example: to 
estimate the sensitivity and speci  city of neck ultrasound 
(procedure under study) it is compared in patients with 
carotid obstruction (against carotid arteriography). In 
cases without gold standard, the study is compared with 
another execution of the same study assessing the same 
lesion by two radiologists in order to evaluate the coinci-
dence beyond that expected by chance (Figures 1 and 2).

Methodological Approach

Based on the quality of the obtained information, the 
methodological approach attempts to hierarchically 
categorize the different designs in a way that it allows 
for deciding which study on the same matter is more 
reliable by being less likely to have biases present and, 
therefore, in which the decisions related with patients 
should be based.

It is important to consider that designs in lower 
hierarchical levels carried out adequately can outper-
form others with higher levels but poorly structured; 
furthermore, studies at lower hierarchical levels may 
be suf  cient to answer a research question; moreover, 
not rarely, these are the only ones that can be per-
formed.

In the description of the designs it is necessary 
taking into account four basic characteristics and the 
measurement of the outcome occurrence. 

Basic Characteristics

1. Imposition or not of a maneuver with research pur-
poses. A study is considered experimental if the 
maneuver was imposed by the investigator, and 

observational when such maneuver is natural (e.g., 
the presence of some disease) or imposed with pur-
poses unrelated with the research (smoking, alco-
holism, etc.).

2. Follow-up of the patient over time or not. A study 
is considered to be longitudinal when the patient 
is assessed in some of his/her characteristics of 
interest over time (more than once); in most cases, 
the change from baseline state to that of the result 
or outcome is referred, for example: follow-up of 
a group of physicians with no history of ische-
mic heart disease (baseline state) for  ve years 
and measurement of the onset of coronary heart 
disease during this period (outcome). The research 
is cross-sectional when the patient is assessed in 
a stationary manner (only on one occasion), for 
example: measurement of hypertension in a group 
of diabetic patients trying to  nd an association of 
lack of metabolic control with hypertension. While 
longitudinal studies allow for the assessment of 
different factors as sources of change from base-
line to the subsequent state with certainty of the 
temporality of exposure to them, in transversal 
studies, often there is no certainty of a temporal 
relationship, even when associations are establis-
hed between variables where which is the maneu-
ver and which the outcome is arti  cially assumed.

3. Directionality in the collection of information. A 
study is prolective when the collection of informa-
tion relates to the baseline state, as well as to the 
maneuver and the outcome. It is performed in real 
time with investigational purposes, i.e., simulta-
neously with the exposure to the maneuver and the 
occurrence of the outcome. It is retrolective when 
the information is obtained once the exposure to 
the maneuver and the outcome have occurred. It 
is possible for a study to be retro-prolective if at 
the moment at which the information is obtained 
the maneuver has already occurred, but not yet the 
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Figure 2 Process studies try to assess the reliability of the procedure, for which input information (substrate) is required, as well as the 
execution of a procedure to be compared with the gold standard or with other execution of the procedure, which yields as a result output 
information.

Process study

Input information 
(patient with transient 

cerebral ischemia)

Output information 
(sensitivity)

Procedure (carotid ultrasound)

Gold standard (carotid arteriography)

result, and therefore, its measurement is performed 
at the moment it occurs (Figure 3).

4. Search or not for an association between two varia-
bles. A study is descriptive when the purpose is 
to show the range of characteristics of the group 
under study. Frequently, the results of descriptive 
studies are used for comparative purposes; for 
example: when the prevalence of certain disease in 
a given population is compared with the prevalence 
of the same disease in a previously analyzed popu-
lation. Conversely, a study is comparative when 
the association between the maneuver and the 
outcome or between a standard and the quality of a 
product or procedure (when it is a diagnostic study) 
is searched. An example of a comparative study is 
the search for association between obesity (natu-
ral maneuver) and insulin resistance (outcome), or 
when comparing an acute cholecystitis ultrasono-
graphic diagnosis (procedure) with surgical  n-
dings (gold standard).

Measurement of Outcome Occurrence 

Measurement of the outcome frequency can be per-
formed in two ways according to the methodological 
design:

1. Incidence (cumulative incidence) refers to the 
number of new cases occurring in a certain period 
and population; it is characteristic of studies with 
follow-up, i.e., of cohorts (either observational or 
experimental). It can have different names: when 
mortality is studied and not the occurrence of a 
disease, it is known as mortality rate.

2. Prevalence or number of existing cases at a given 
moment in a given population; it is typical of cross-
sectional studies, except for case-control studies.

The case-control ratio is not a way to measure the 
occurrence of the outcome but rather an arti  cially-
created simple case-control relationship.

Basic Designs

Hierarchical order, assigned by the quality of the 
obtained information, places the clinical trial at  rst 
place, since it allows for information to be obtained 
directly and with control over the maneuver and, 
consequently, with the least amount of errors. It is 
followed by the cohort study, then the case-control 
study and,  nally, the survey.  

The clinical trial is characterized for being a pro-
lective and longitudinal study, where the application 
of the maneuver (experimental) to which the change 
in the baseline state wants to be attributed to (compa-
rative) is planned; a clinical trial is experimental when 
it has a comparative group, with randomization to the 
maneuver and blinded assessment of the outcome. 
However, sometimes there is no comparative group 
available, and baseline state is the characteristic that 
has to be compared with the result (before-and-after 
study), or randomization of the maneuver or a blinded 
assessment of it are impossible to perform, which de  -
nes the clinical trial as being quasi-experimental. The 
clinical trial can be de  ned as an experimental cohort, 
since it has all the characteristics of a cohort with allo-
cation of the maneuver. Being a longitudinal study, it 
allows for the incidence to be estimated as a measure 
of occurrence of the disease.

The cohort is the ideal design among observatio-
nal studies. It is characterized for having a group of 
subjects selected according to common characteristics 
at a given moment and that are followed over time 
in some of their characteristics (longitudinal), where 
the collection of information (prolective, retrolective 
or retro-prolective) may or may not coincide with 
the occurrence of the maneuver or the result, and in 
which the association between the maneuver and the 
result is always sought (comparative). Even when the 
design may be retrolective, a situation in which it is 
termed historical cohort, the direction goes from the 
cause (maneuver) to the effect (result). For example, 
a prognostic study can be conducted to  nd out which 
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Figure 3 When the capture of information starts at baseline state before the maneuver and the result, the study is considered to be prolecti-
ve (a); when the capture is carried out once the maneuver and the result have occurred, it is considered to be retrolective (b); and when the 
capture is performed once the maneuver has occurred but before the result, it is a retro-prolective study (c).

Directionality in the collection of information

Baseline state Result

Maneuver

a

b

c

stroke patients will die within the  rst few days after 
the event, for which the information on the charts of 
all patients admitted to the hospital during the year 
preceding the study is reviewed; since the maneuver 
(characteristics present within the  rst hours of the 
stroke, known as prognostic indicators) and the result 
or outcome have already occurred (death within the 
 rst seven days of the event), it is a retrolective study; 

however, the analysis and capture of data should be 
done with all patients, starting with clinical manifes-
tations present at admission and then measuring the 
outcome. Unlike case-control studies, which may 
cover these same characteristics, the cohort provides 
information of all the patients that suffered the stroke 
during the year and, therefore, the incidence of the 
outcome is available, whereas in case-control studies, 
the whole population is not available but rather an arti-
 cial rate of case-controls is used, as outlined below.

Conversely to the aforementioned designs, the 
case-control design is characterized for going from the 
effect to the cause. It starts with a group of subjects 
with the outcome of interest (result), which corres-
ponds to the cases, and a witness group that did not 
suffer the outcome (controls) is selected; afterwards, 
the association between the maneuver and the outcome 
(comparative) is searched. Therefore, it is a retrolec-

tive and observational study. There is controversy 
regarding the follow-up of variables or not, with some 
authors considering this to be a cross-sectional study, 
since all the information is obtained at one time-point, 
whereas for others, it is longitudinal because a recapi-
tulation of the maneuver temporality is feasible until 
the moment of the outcome. In this design, there is no 
outcome occurrence measurement; there is simply an 
arti  cially-created case control relation. 

The survey is t he simplest among observational 
designs but also the most limited in its assertions; it 
is carried out on a representative sample of the study 
population and the most common objective is out-
lining the population characteristics (descriptive); 
however, it can also be used to establish an associa-
tion between two or more variables (comparative). 
Frequently, it is impossible to determine whether the 
maneuver precedes the outcome, since the gathering of 
information happens after both the maneuver and the 
outcome have occurred (retrolective) and at one single 
time (transversal). Unlike case-control studies, there 
is no predetermined ratio of the number of cases and 
controls; in fact, there is no selection of the population 
based on the outcome, but instead, once the population 
is selected (whatever the criteria are), exposure to the 
maneuver, which in this case is observational, and the 
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Table I Designs according to the methodological approach 

Design EXP/OBS LONG/TRANS PROL/RETROL COMP/DESC MEASURE

Clinical trial Experimental Observational Prolective Comparative Incidence

Cohort Observational Longitudinal Prol/Retrol/RP Comparative Incidence

Case-control Observational Long/Trans Retrolective Comparative Prop. C-C

Survey Observational Transversal Retrolective C/D Prevalence

The methodological approach considers four features: 1. Imposition or not of the maneuver for investigational purpo-
ses: experimental (EXP) or observational (OBS) study, respectively. 2. Patient follow-up (LONG) or not (TRANS) over 
time. 3. Directionality in the collection of information: prolective (PROL), retrolective (RETROL) and retro-prolective 
(RP). 4. Search or not of association between two or more variables: comparative (C) and descriptive (D), respectively. 
Measurement of outcome occurrence (MEASURE), either through incidence, prevalence, or simply the case-control 
ratio (C-C ratio)

outcome are measured. Therefore, the obtained result 
is the prevalence of the outcome.

Table I summarizes the distinctive characteristics 
of each design. It is worth mentioning that there are 
combinations of these designs and sometimes it is 
dif  cult de  ning them.

Approach by Objectives

The approach based on clinical practice is the one that 
we are more used to; furthermore, in it, it is possible to 
distinguish the largest difference between clinical epide-
miology and classical epidemiology. In clinical epide-
miology, which studies groups of patients, the primary 
objective is to solve an already existing problem in a 
group of people for which a diagnosis must be establis-
hed (diagnostic study), a prognosis has to be estimated 
(prognostic studies) and a therapeutic maneuver has to 
be initiated (experimental or quasi-experimental clinical 
trial). However, as we mentioned earlier, it is common 
for clinical epidemiology to overlap with classical epide-

miology and to address risk factors problems, such as 
cardiovascular disease (risk factors or etiologic agent 
study, the latter when the agent is single).

Complementary Studies

So far, we have mentioned only studies that use pri-
mary information; however, there is a group known 
as “integration studies,” characterized by the pooling 
of data obtained in primary studies. These comprise 
four designs: review studies (meta-analyses and sys-
tematic reviews), clinical practice guidelines, deci-
sion analyses and economic analyses.
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The purpose of a diagnostic test is to establish the presence of health 
or disease, it can even graduate the degree of illness. Diagnostic tests 
are usually assessed mathematically. Thus, sensitivity and speci  city are 
estimated once the existence or not of disease is known; in clinical prac-
tice, the course of action is often reverse: from positivity or negativity of 
a test for the presence or not of the disease and, therefore, positive and 
negative predictive values are used. Mathematical strategies allow for an 
observation to be quanti  ed, but clinical judgement is required in order to 
establish the quality of that observation; in consequence, some charac-
teristics have to be considered: a) selection under the same criteria for 
cases and witnesses; b) inclusion of the entire spectrum of severity of 
the disease (trying that all the strata include an important number of sub-
jects); c) the interpretation of the gold standard and the test under study 
must be blinded and done by experts; d) the interpretation of the results 
must show the applicability of the test in everyday practice; e) reproduc-
ibility of the test must be proven. It is important not to forget that, usually, 
only a patient is seen at a time; therefore, full knowledge of the diagnostic 
test performance is essential, as well as considering the clinical aspects 
for its correct application.

Key words
research
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diagnostic techniques and procedures   

Introduction

Part 1 of this series [Rev Med Inst Seguro Soc 2011; 
49(1):53-58] mentioned the different approaches for 
addressing clinical problems: architectural approach, 
based on the natural phenomenon; methodological 
approach, based on the hierarchy of the informa-
tion; clinical approach, based on the aims of medical 
practice. Methodological approach key features were 
analyzed in detail, and integration studies were also 
mentioned.

However, in clinical practice, questions use to 
be related with the need to establish a diagnostic or 
ascribe causality either through a prognostic study, a 
treatment, or by trying to identify whatever provoqued 
a certain disorder or disease. This is where the archi-
tectural approach  ts together with the objective-based 
approach.

Among the process studies, according to the archi-
tectural approach there is the diagnostic testing (objec-
tive-based approach). Additionally, causality studies 
include the prognostic, treatment and risk factors or 
causative agent studies (objective-based approach). In 
this article, we describe the most commonly used tools 
in diagnostic testing.

In clinical practice, a diagnostic test aims to iden-
tify the health or disease status of the subject under 
study. Frequently, in the presence of a disease, it 
allows for the severity of the condition to be establis-
hed; for example: in a patient with sudden neurologi-
cal de  cit, tomography allows for the diagnosis to be 
de  ned (ischemic stroke), whereas if the diagnosis is 
already available, tomography allows for the extent of 
the lesion to be known.

The use of mathematics during the diagnostic 
process has the purpose of estimating the degree of 
ef  cacy and certainty of the tests in clinical practice. 
Below, the main features of every diagnostic test, 
using both clinical data and laboratory and imaging 
 ndings, are described.

Characteristics of a Diagnostic Test 

The way to assess the ef  cacy of a diagnostic test 
depends on the type of data (variable) to be used. The-
refore, it is important to identify the type of variable. 
Basic variables are those that we know as qualitative of 
the nominal or dichotomic type, and they refer to those 
for which we only notice its presence or for which only 
two options exist (e.g., nationality, presence or not of 
disease, male or female). Ordinal qualitative variables 
are those in which it can be identi  ed only the place 
occupied in the group by the evaluated characteristics, 
but we do not know the size of the difference between 
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Figure 1 Sensitivity and speci  city estimation 
of neck stiffness in the diagnosis of subarach-
noid hemorrhage

Sensitivity a/a + c = 0.59 (59 %) Speci  city d/b + d = 0.94 (94 %)

False positives b/b + d = 0.6 (6 %) False negatives c/a + c = 0.41 (41 %) 

Positive predictive value a/a + b = 0.57 (57 %) Diagnostic certainty d/c + d = 0.95 (95 %)

Prevalence a + c /a + b + c + d = 0.11 (11 %) Certeza diagnóstica a + d/a + b + c + d = 90 (90 %) 
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Computed tomography 
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each other (e.g., the degree of severity of a disease —
mild, moderate or serious—, or the intensity of a cli-
nical piece of information identi  ed by a cross mark, 
where, even when + is acknowledged to be lower than 
++ and, consequently, lower than +++, ++ can not be 
stated as being double to +). And,  nally, quantita-
tive variables are those in which the distance between 
two levels of intensity is known; and in this variables 
the distance between two units is always equidistant.  
They are known as discrete or discontinuous when 
they can not be fractionated (e.g., how many children 
has a family [0, 1, 2, 3]), and continuous when frac-
tions can be identi  ed between one value and another   
(e.g., 52.0 kg, 52.2 kg or 52.250 kg weight).

Sensitivity and speci  city are distinctive characteris-
tics of every diagnostic test and indicate their ef  cacy. 
Sensitivity refers to the proportion of diseased indivi-
duals with a positive test. Speci  city refers to the pro-
portion of non-diseased individuals with a negative test.

The calculation of sensitivity and speci  city 
uses nominal or dichotomic data and it is based on 
the use of a 2 × 2 table, in which the tested data is 
contrasted against the  nal diagnosis obtained by 
means of an ideal parameter named gold standard, 
which represents the test with the highest reliability 
for demonstrating a disease, e.g., histopathological 
results (testicular seminoma), surgical  ndings (cho-
lecystitis), imaging studies interpretation (stroke by 

tomography or magnetic resonance imaging), inter-
ventional imaging studies (type of congenital heart 
disease by cardiac catheterization) or laboratory  n-
dings (renal failure by creatinine clearance).

Figure 1 shows the calculation of sensitivity and 
speci  city of neck stiffness for the diagnosis of suba-
rachnoid hemorrhage in patients with sudden onset 
neurological de  cit, likely of vascular cause. A sensi-
tivity of 59 % with a speci  city of 94 % is observed, 
which means that 59 % of the patients with subarach-
noid hemorrhage may show neck stiffness and among 
those without subarachnoid hemorrhage, 94 % do not 
have neck stiffness.

Sensitivity and speci  city calculations are directed 
from the presence or absence of a particular disease, 
towards the probability of experiencing or not certain 
data. However, in clinical practice, the approach is 
often in the reverse direction: it goes from a positive 
or negative test result to the likelyhood of having or 
not a speci  c disease. This type of orientation corres-
ponds to what we know as predictive values. The 
positive predictive value represents the probability 
that a patient with a certain positive test (sign, symp-
tom, laboratory or imaging result or some index) has 
of suffering a particular disease; the negative predic-
tive value is the probability that a patient, with a cer-
tain negative test, has of being free from a particular 
disease. 
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Figure 2 Modi  cation of neck stiffness 
predictive values in the diagnosis of 
subarachnoid hemorrhage with the 
change in prevalence 
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Figure 1 shows a positive predictive value of 57 % 
and a negative predictive value of 95 %; this means 
that among the patients with clinical symptoms of 
stroke, a subject with neck stiffness has a 57 % pro-
bability of suffering from subarachnoid hemorrhage, 
whereas a patient without neck stiffness has a 95 % 
probability of not having subarachnoid hemorrhage.

While sensitivity and speci  city values are con-
sidered to be constant, which is not true as we will 
explain later, predictive values   are affected by disease 
prevalence. For example, in Figure 2, where the 
disease prevalence increased only from 11 to 56 %, 
maintaining the proportion of diseased subjects with 
positive and negative tests, sensitivity and speci  city 
are shown to be preserved, whereas predictive values 
change: the positive predictive value is 93 % and the 
negative predictive value is 65 %. Thus, a prevalence 
increase causes an increase in the positive predictive 
value, with a decrease in the negative predictive value 
(a positive test in a population with high prevalence 
of the disease practicaly establishes the diagnosis; a 
negative test, however, does not rule it out); conver-
sely, a decrease in prevalence produces an increase 
in the negative predictive value and a decrease in the 
positive predictive value (a negative test in a popula-
tion with low prevalence of the disease almost rules 
the disease out).

If prevalence of the disease in the population 
from which predictive values of the diagnostic test 
were obtained   is different from the prevalence of the 
disease in our population, these predictive values can-

not be used. However, Bayes’ theorem allows for pre-
dictive values to be estimated by using the sensitivity 
and speci  city of the test, as well as the prevalence 
of the entity under study in our population. Table I 
shows how the increase in prevalence from 11 to 56 % 
produces a 57 to 94 % increase in the positive predic-
tive value. This example shows clearly how a positive 
test in a population with low prevalence (11 %) has 
an approximate probability of 50 % for diagnosing 
the disease, whereas with a high prevalence (56 %), it 
practically establishes the diagnosis.  

Another practical strategy for estimating the 
probability of the disease in case of a positive test, 
but at different prevalence values, is the use of 
Fagan’s nomogram and the likelihood ratio (LR). 
The positive LR (PLR) is obtained from the ratio 
sensitivity/1-speci  city. In turn, the negative LR 
(NLR) is obtained from the ratio 1-sensitivity/speci-
 city. Fagan’s nomogram is divided in three parts. In 

the  rst column appears the pre-test possibility (pre-
valence). In the middle, there are the values   of the LR 
and in the last column, the post-test probability. The 
post-test probability for a PLR refers to the probability 
of obtaining a positive result when the test is positive 
and it corresponds to the PPV; the post-test probabi-
lity for an NLR refers to the probability of obtaining 
a positive result when the test is negative, which is 
equivalent to 1-NPV. Examples for a prevalence of 11 
and 56 % are shown in Figure 3. 

It was mentioned previously that the sensiti-
vity and speci  city of a test are not dependent on 
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Table I Bayes’ theorem

    p (P+/E+) p (E+)
 p (E+/P+) =
      p (P+/E+) p (E+) + p (P+/E–) p (E–)

p (E+/P+) = a posteriori probability of having a certain disease 
in case of a positive test; corresponds to the posi-
tive predictive value (PPV).

p (P+/E+) = probability of a positive test result when the patient 
has the disease; corresponds to sensitivity.

p (E+) = a priori probability of having the disease accor-
ding to the population that the subject belongs to; 
corresponds to prevalence.

p (P+/E–) = probability of a positive test result when the patient 
does not have the disease; equivalent to false 
positives or 1-speci  city.

p (E–) = a priori probability of not having the disease and 
corresponds to 1-prevalence.
[1 – p (E+)].

 Prevalence 11 % 56 % 
 Sensibility 59 % 59 %
 Speci  city 94 % 94 %
 PPV  57 %  94 %
 NPV  95 % 64 %

The negative predictive value is estimated in the same way reversing the 
signs of the formula [e.g.: p (E+ /P+) changes to p (E-/P-)]

the prevalence of the disease; however, the values 
vary according to the predominant disease severity 
degree in the group under study. For example, diag-
nosing lung cancer at an advanced stage with a chest 
x-ray is simple and it will rarely go unnoticed, i.e., 
false negatives will rarely exist and sensitivity will 
be high; however, it will be hardly detected if we 
try to diagnose it in asymptomatic individuals, at an 
early stage, which will provoke a high percentage of 
false negatives and low sensitivity. Therefore, consi-
dering that the sensitivity obtained from a test in a 
population is applicable to other population implies 
that the distribution of disease severity is the same in 
both samples, since if in the  rst one the proportion 
of subjects in advanced stages is predominant, sen-
sitivity will be high, and if in the second prevails an 
early stage, sensitivity will be low. Having the same 
inclusion criteria between different studies of diffe-
rent populations does not guarantee that the distri-
bution of subjects will preserve a similar proportion 
of subjects at every stage of the disease and, conse-
quently, sensitivity may be different.

Use of Ordinal and Quantitative Data

Unlike nominal data, when the test under study 
corresponds to ordinal or quantitative data (with 
more than one cut-off point), a ROC (receiver ope-
rator characteristic) curve has to be plotted, which 
enables to determine in which of the cut-off points 
the highest diagnostic certainty is obtained. 

Figure 4 shows the different value ranges of crea-
tine phosphokinase in cerebrospinal  uid expressed 
in U/mL, with their respective frequencies, and the 
calculation of sensitivity and speci  city is outlined 
according to the different cut-off points by elabora-
ting 2 × 2 tables. In these tables, intervals are cons-
tructed with the different values of the test under 
study and tabulated in two columns; the  rst shows 
the frequencies of subjects with the disease in each 
of the intervals and the second shows the frequency 
of subjects without the disease within the same inter-
vals. The most altered values   appear above (  rst 
intervals) and the less altered below. The cumulative 
percentaje is calculated upwards and downwards of 
each cut-off point, in both columns. In the column of 
diseased subjects, sensitivity is estimated from the 
cut-off point upwards, and in the column of controls, 
the percentage of false positives (1-speci  city).

The results are plotted with the sensitivity values 
and the percentage of false positives: sensitivity val-
ues on the ordinate axis (Y), and the ratio of false 
positives (1-speci  city) on the abscissa axis (X); 
a speci  city value of 90 % corresponds to 10 % of 

false positives (Figure 5). The best cut-off point 
corresponds within the ROC curve to the clos-
est point to the left superior angle of the curve, or 
to the point within the table that contains the lowest 
b + c value (values that belong to the sum of false 
positives and false negatives) or the highest value for 
a + d (values that belong to the sum of true positives 
and true negatives). In this case, the cut-off point 
is  16 U/mL, which allows for 79.6 % of patients 
to be correctly classi  ed as diseased or healthy, with 
a sensitivity of 61.5 % and a speci  city of 96.5 %. 
However, according to the use given to the test, more 
than one point can be selected: where sensitivity or 
speci  city is favored (higher negative or positive 
predictive value).

There are cases in which not only the test under 
study contains more than two strata, but even the gold 
standard. In these cases the percentage of success and 
error can be estimated. Figure 6 compares clinical 
diagnosis of pulmonary embolism considering the 
diagnosis by ventilation/perfusion scan as the gold 
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Prevalence = 0.11 (11 %)  
Sensitivity = 0.59 ( 59 %)
Speci  city = 0.94 (94 %) 
Positive predictive value  = 0.57 (57 %) 
Negative predictive value  = 0.95 (95 %) 
Positive likelihood ratio  = (a/a + c)/1-(d/b + d)= 9.83
Negative likelihood ratio = 1-(a/a + c)/(d/b + d)= 0.44
Post-test probability for PLR  = 57 %
Post-test probability for NLR  = 5 %  

Prevalence = 56 %
Sensitivity = 59 %
Speci  city  = 94 %
Positive predictive value  = 93 %
Negative predictive value  = 65 %
Positive likelihood ratio  = 9.83
Negative likelihood ratio = 0.44
Post-test probability for PLR = 93 %
Post-test probability for NLR = 35 %

Figure 3 Use of Fagan’s nomogram and likelihood ratios
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standard; the percentage of accuracy corresponds to 
the cells where both clinical diagnosis and the gold 
standard match, i.e. in cells a, e, i (40 + 90 + 70), 
with this being 66.66 %, and our percentage of errors 
overestimating the diagnosis corresponds to cells b, 
c, f (30 + 20 + 10), with this being 20 %;  nally, the 
percentage of error underestimating the diagnosis is 
comprised by cells d, g, h (7 + 30 + 3), with this being 
13.33 %. However, there is the possibility of wanting 
to handle the outcome only with two possibilities; in 
this case, the scans with low and moderate probability 
could be grouped and talk about a scan with high pro-
bability of pulmonary embolism or without high pro-
bability, or grouping those with high and intermediate 
probability and leaving those with low probability in 
a single group. This same procedure can be perfor-
med with the clinical scale, so that by having only 
four cells, the traditional usefulness estimators of a 
diagnostic test can be used, or preserving the three 
strata of our test under study and calculate a ROC 
curve. 

Diagnostic Test Applications

It should remain clear that the application of a test may 
have different purposes: 

1. If a screening test is wanted, a high sensitivity test 
should be used, even if it has low speci  city (e.g., 
test strips to measure blood glucose, to search for 
suspected diabetes mellitus).

2. If ruling out a given disease is wanted, a test with 
high sensitivity and, if possible, high speci  ty is 
used (high negative predictive value, e.g., ELISA 
for HIV), since, although when positive it is not 
diagnostic, when negative it does rule it out.

3. If we want to con  rm a diagnosis in a patient sus-
pected of having a certain disease, a test with high 
speci  ty and, if possible, high sensitivity is used 
(high positive predictive value, e.g., Western-Blot 
for HIV), since, although when negative it does not 
always rule the disease out, if positive, it establishes 
the diagnosis.
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Figure 5 ROC curve

Figure 4 Estimation of sensitivity and speci  city at different cut-off points to identify organ damage in coma patients
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Cells a, e, i = matches, in this case 66.66 % 
Cells b, c, f = errors overestimating the diagnosis, in this case 20 % 
Cells d, g, h = errors underestimating the diagnosis, in this case 13.33 %

Figure 6 Assessment of clinical 
diagnosis ef  cacy in identifying 
pulmonary thromboembolism
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Ordering tests in excess, whether justi  ed or not, 
generates abnormal results even in normal people, 
which in turn triggers a cascade of more expensive and 
riskier tests, in addition with anxiety for the patient.

Common Errors When Elaborating a Diagnos-
tic Test

We already explained how to estimate the ef  cacy 
of a diagnostic test and how to make use of it; howe-
ver, we should watch out for possible causes of sys-
tematic errors, with two of them standing out in 
particular:

1. Inadequate selection of patients.
2. Inadequate interpretation of both the test under 

study and the gold standard.

The selection of an inadequate spectrum of patients 
may happen from the clinical or the pathological point 
of view. For example: the ef  cacy of a sputum cyto-
logy study is not the same for the detection of lung 
cancer in a patient with a history of heavy and prolon-

ged smoking, weight loss, cough with hemoptysis and 
dyspnea, than in a patient who only has a cough and 
whitish expectoration, nor is the ef  cacy of carcinoem-
bryonic antigen measurement equal for the detection of 
colon cancer in a patient with Dukes’ stage A, compa-
red with a patient with stage D. It is essential for every 
diagnostic test to be performed with the participation 
of patients that cover the entire spectrum of the disease, 
and, in addition, that the proportion of patients in each 
stratum is reported, so that its usefulness in other popu-
lations can be determined. On the other hand, conco-
mitant diseases and used therapies that may alter the 
ef  cacy of the test under study should be considered. 
The control group must have been selected with the 
same criteria than the problem group, i.e., using the 
same entrance door, in order for the comparison to 
have clinico-methodological signi  cance. 

With regard to the most common mistakes during 
the elaboration of a diagnostic test, it is common that 
when assessing the test under study, the result for 
the gold standard is already known; this generates an 
interpretation bias because the assessor is expecting a 
certain result. Occasionally, the performance and the 
assessment of the test under study precede the gold 
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standard and in  uence on the selection of patients 
undergoing the latter, or on its interpretation when it 
has a subjective component and, not infrequently, the 
test under study is part of the gold standard with which 
it is compared. All these deviations overestimate the 
usefulness of the test.

These two large errors can be avoided during the 
execution of a diagnostic test if the sensitivity and spe-
ci  ty values   are considered only when:

a) The spectrum of the disease in the population 
where it is to be applied is equal to the spectrum of the 
disease with which the study was developed.

b) The assessment of the test under study and the 
gold standard has been performed in a blinded and 
independent manner in all patients.

Finally, it should be emphasized that if the quality 
of a diagnostic test depends partially on mathematical 
strategies, the clinical judgment that it derives from is 

more relevant. And although the sensitivity and speci-
 city estimation starts with the presence or not of the 

disease, in clinical practice, the study of the patient 
occurs with the presence or absence of the symptom 
or sign (clinical or para-clinical).

Additionally, in all cases, the reproducibility of the 
test should be assessed, provided that the groups under 
study are comparable; this means that, in addition to 
the selection of both populations under the same cri-
teria, the distribution of subjects within the different 
degrees of disease severity must be similar. It should 
be remembered that, in everyday practice, patients are 
treated one at a time and that, therefore, it is essential 
to have a full knowledge of the severity of the disease 
in the group under study for its subsequent applica-
tion, so that the patient can be assessed and treated 
according to the severity of his/her condition and not 
according to the average severity of the disease in the 
group in which the diagnostic test or treatment were 
assessed.
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Clinical Research

III. Causality Studies

Juan O. Talavera, Niels H. Wacher-Rodarte, Rodolfo Rivas-Ruiz

Although the need of solving a clinical problem leads to the establish-
ment of a starting point for approaching it (risk, prognosis or treatment 
study), in all cases, there is an attempt to attribute causality. Clinical rea-
soning, analyzed in detail in the book Clinical Epidemiology. The archi-
tecture of clinical research offers a simple guideline for undestanding 
this phenomenon and uses three components: baseline state, maneuver 
and outcome. In this model, different systematic errors are described 
(biases), which can occur when features of these basic components are 
overlooked. Omisions of characteristics at the baseline state produce an 
inadequate assembly of the population and the susceptibility bias; in the 
application or assessment of the maneuver, the execution bias; and in 
the assessment of the outcome, the detection bias and the transference 
bias. Thus, it is important to emphasize that if this form of reasoning 
facilitates the comprehension of the causal phenomenon, variables to 
be selected in studies where causality will be attributed or not to them 
require additional clinical reasonings assessing their relevance.
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Introduction

When trying to predict a future event, the physician has 
to differentiate two processes: one that occurs before 
the onset of the disease and other that develops once 
the disease is present. The  rst is known as risk and 
it is characterized by the association between a series 
of factors present in the healthy subject (known as risk 
factors) and the development of the disease; the second 
is known as prognosis and it is characterized by the 
association between a series of features present at the 
beginning of the disease (known as prognostic indica-
tors) and its outcome.

Multiple interventions, either preventive or thera-
peutic, add up to these two events; the former are inten-
ded to prevent the onset of the disease and the latter, 
to revert or reduce the damage caused by it. The event 
whereby a baseline condition (health or disease) is 
modi  ed by a maneuver (risk factors, prognostic indi-
cators or treatment), and which in turn produces a new 
condition known as outcome (prevention or onset of the 
disease and progression or resolution of harm), corres-
ponds to a causative event. That is, in these three cases 
–whether our objective consists in identifying risk fac-
tors, an etiologic agent, prognostic indicators or asses-
sing a treatment– attribution of causality is intended. 

Although the need to solve a clinical problem leads 
us to establish a starting point to address it –risk, prog-
nosis or treatment study–, in the real world there is a 
strong association between its components. For this rea-
son, when assessing any of them, it is essential for the 
relevance of the other two to be considered within the 
assessment. This action is often carried out under the 
term control of confounding factors. 

Thus, the study of causality for assessing a treatment 
is not only limited to the evaluation of therapy, but it 
obliges to estimate the contribution of all prognostic 
indicators existing at baseline state that participate in 
the disease of interest. 

Likewise, when trying to prevent the onset of 
a disease with some maneuver, we must assess the 
different risk factors speci  cally associated with this 
disease. This requirement of measuring the impact of 
the different risk factors and prognostic indicators when 
assessing a therapy is consistent with the requirement 
of assessing the different therapeutic procedures when 
what we are trying to evaluate are the risk factors or 
prognostic indicators.

Clinical Reasoning in Causality Studies

Clinical reasoning, which is analyzed in detail in the 
book Clinical Epidemiology. The architecture of clini-
cal research offers a simple approach for understanding 
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Figure 1 Basic model of the causality phenomenon

Baseline state Outcome

Maneuver

Baseline state = healthy or ill 
subject

Maneuver = risk factor, prognostic factor or therapy Outcome = onset of disease,
 resolution, limitation of harm or death

the phenomenon of causality. Figure 1 shows the 
basic model comprising the baseline state, the maneu-
ver and the outcome. This model describes different 
systematic errors (biases) that may contribute to the 
omission of some characteristics of the three basic 
components.

Errors at the Baseline State

The  rst two errors are related with omissions of 
baseline state characteristics and these are improper 
assembly and susceptibility bias.

Improper assembly refers to the selection of a 
population not susceptible to experience the outcome 
of interest with a proposed maneuver; for example, 
it is rather impractical to test a vaccine in a popula-
tion with low incidence of the disease we are trying 
to prevent, since the size of the sample would have 
to be enormous; it is also inconvenient to assess the 
kidney-protecting effect of an ACE in a population of 
newly-diagnosed diabetic patients, since the follow-
up would have to be very long.

Susceptibility bias refers to the pre-maneuver like-
lihood that the subject has of experiencing a certain 
outcome; for example, the presence of overweight or 
obesity increases the likelihood of an infarction in a 
diabetic patient, regardless of the poor metabolic con-
trol he may have. 

The characteristics that must describe the baseline 
state to avoid these errors are shown in Figures 2a and 
2b, i.e., the method used to select the population, the 
diagnostic demarcation and the prognostic strati  cation. 

Within the prognostic strati  cation, anatomo-his-
tology has been used as the main indicator, especially 
in oncology, followed by the functional aspect. In cli-
nical practice, it is common to use multiple prognostic 
indicators in order to stage the disease according to 
the patient’s condition. The following strati  cation 
groupings are the most common:

Primary
• Strati  cation by status: it includes the performance, 

nutritional and mental status of the patient. Per-
formance status has ben assessed with scales such 
as Karnovsky or ECOG, based on the patient’s 
ability to perform his/her daily activities, in such 
a way that a patient who is not self-suf  cient is 
more affected than that who can perform his/her 
tasks. Nutritional status impacts on the immune 
response and the hemodynamic stability. Patients 
with low albumin levels have been observed to 
show an important increase in mortality compared 
with those with higher levels. Other forms to assess 
nutritional status could be the body mass index and 
the waist-hip ratio when trying to assess the impact 
of overweight or body fat distribution; additionally, 
two of the most important features for assessing the 
mental status are the presence of depression and 
anxiety, among many other conditions.

• Morphologic strati  cation: it refers to the distinct 
location and damage of the pathology. An example 
is the histologic lineage of tumors and cytogene-
tic or immunophenotypical markers (for example, 
two tumors with the same extent of disease may 
have different prognosis according the histologic 
lineage, the presence of tumor markers or karyo-
type alterations; also, a patient with heart failure 
may have different prognosis according to the 
degree and type of valvular damage). 

• Clinical strati  cation: it considers the severity of the 
disease, for example, the patient with grade IV heart 
failure (acute pulmonary edema) does not have the 
same probability of death than the patient with grade 
II (dyspnea with moderate exertion), even when the 
anatomical condition in both cases may be a mitral 
stenosis with the same valvular opening diameter.

• Chronometric strati  cation: it considers two com-
ponents, the patients’ age and the length of the 
disease. Regarding the  rst one, many diseases have 
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Figure 2 Features to be considered at the baseline state
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greater impact at both extremes of life and are asso-
ciated with higher susceptibility to a poor outcome; 
additionally, older individuals have lower life expec-
tancy. Regarding the length of the disease, if two 
patients suffer the same harm, but in one of them the 
disease is of recent onset while in the other it is of 
long evolution, the prognosis will be better in the lat-
ter since those patients with less aggressive disease 
have already been selected.

• Strati  cation by comorbidity: it refers to the coexis-
tence of any other pathological process that may 
alter the result of interest. Different conditions exert 
different impact on the outcome, and even in a same 
condition, the impact is generally related with the 

degree of illness; for example, in a patient with acute 
myocardial infarction, the prognosis is better when 
the comorbidity is rheumatoid arthritis than when it 
is diabetes mellitus.

• Strati  cation by previous maneuver: two items can 
be identi  ed here: the  rst and most widely used 
is the early response to a preventive or therapeutic 
maneuver, i.e., a better prognosis is expected upon 
an early favorable response. The second refers to 
the adverse impact of a maneuver. Practically every 
maneuver is known to entail a risk; however, not in 
all of them it has the same magnitude. Thus, safety 
should be considered as a prognostic indicator for 
any therapy.
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Figure 3 Features to consider in the maneuver 
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• Strati  cation by inheritance: the impact of gene-
tic makeup has been identi  ed as a risk factor for 
several diseases and with an increased aggressive-
ness thereof or higher risk of harm to target organs, 
as in diabetes. 

Secondary   
• Social, economic and cultural conditions, as well 

as the ways of coping with disease, often have 
a lower impact than the biological components 
within the prognosis; however, sometimes they are 
crucial, such as having access to health care servi-
ces in emergency events, or the change in lifestyle 
in some chronic diseases. 

A distinctive strategy of clinical trials to avoid 
susceptibility bias is the random allocation of sub-
jects to the treatment arm, seeking, among other 
things, that known and unknown factors potentially 
related with the outcome are evenly distributed bet-
ween the groups to be compared. Other bene  t is to 
prevent that those in charge the allocation are tempted 
to include a subject with better prognosis in a particu-
lar arm, since randomization facilitates the blinding 
of treatments and seeks to homogeneously distribute 
the subjects with different likelihood of treatment 
adherence and different likelihood of study dropout. 
It should remain clear that although random alloca-
tion seeks that the groups to be compared are homo-
geneously distributed at their baseline state, it does 
not show the effect of the maneuvers on the different 
strata (Figure 2c).

Errors in the Maneuver

The third systematic error, known as performance 
bias, is related with omissions in the application or 

assessment of the maneuver, and it refers to the diffe-
rences generated by quality differences between the 
maneuvers to be compared or by an uneven use of 
additional maneuvers between groups (also known 
as peripheral maneuvers); for example, a surgery is 
not the same when performed by a recently gradua-
ted surgeon than when performed by a physician with 
extensive experience, nor are comparable two surge-
ries when in one of them the patients are well nouris-
hed or brought to hemoglobin normal values, while in 
the other group they are not. Features that have to be 
considered in the maneuvers in order to prevent these 
errors are shown in Figures 3a and 3b, which consist 
in adequate application of the maneuver and equal 
application of peripheral maneuvers.

In clinical trials, there is a strategy intended to 
handle errors generated by an inadequate applica-
tion of the maneuver, which is the way of analyzing 
the information, either by means of an intention-to-
treat analysis or a per-protocol analysis. The intent-
to treat analysis consists in analyzing the subjects in 
the group they were allocated to at the beginning of 
the study, regardless if they were compliant with the 
therapeutic protocol or not. The per-protocol analysis 
consists in analyzing only those subjects who were 
compliant with the therapeutic protocol. In obser-
vational studies, since there is no randomization to 
the maneuver, this is graded within the groups, thus 
enabling the comparison of the different degrees of 
quality in the maneuver application.

Errors in the Outcome 

Detection bias occurs during the assessment of the 
outcome, which relates to an uneven detection of the 
outcome between groups and it occurs mainly for two 
reasons:
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Figure 4 Main features to consider when assessing the outcome
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• A higher number of assessments in some group, 
mainly due to more side effects, continuous dose 
adjustments or comparison of populations with 
different healthcare accessibility.

• Presence of diagnostic suspicion. 

In the assessment of the outcome it is important 
to identify whether it is a  nal outcome or an inter-
mediate regulation; for example, in the diabetic 
patient, the  nal outcome is to prevent damage in 
target organs; however, an intermediate regulation is 
glucose control; the latter may be considered a  nal 
outcome if symptomatology is trying to be reduced in 
the uncontrolled patient. 

Another important aspect in outcome assessment 
is the identi  cation and differentiation between the 
primary and the secondary outcome. This point is 
relevant since the selection criteria and the prognostic 

strati  cation, as well as the maneuver and the sample 
size estimation are carried out on the primary outcome 
and not on the secondary. Therefore, the results obtai-
ned in most studies are only exploratory for secondary 
outcomes (Figures 4a and 4b).

The last bias is also related with the outcome; it is 
generated by the loss of subjects under study and it is 
known as transfer bias (Figure 4c). Although in prospec-
tive studies the sample size is increased by 20 % in order 
to account for potential withdrawals, it is important to 
emphasize that this increase does not solve the transfer 
bias, but it rather maintains the stability of the data.

Final Considerations

In longitudinal studies, it is easy to apply these guideli-
nes to study the phenomenon of causality; in the trans-
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versal ones they continue to be applicable, but this is a 
major challenge that translates into the creation of an 
arti  cial model regarding the temporary establishment 
of its components. Taking into account the elements 
described herein is recommended, not only for the rea-
ding of a causality study, but also for the creation of a 
research proposal.

It is important to emphasize that if this form of rea-
soning facilitates the understanding of the causative 
phenomenon, the appropriate thing to do for selecting 
those variables to which causality will be attributed to 

or not, is taking into account additional clinical consi-
derations assessing their relevance. The basic principles 
were described in 1965 by Sir Austin Bradford Hill and 
were updated in 2000 by Kaufman and Poole; surely, 
over time, the number of factors to consider when jud-
ging a potential causal relationship will increase. 

We hope that the causality approach herein descri-
bed, which breaks down the basis of clinical practice, 
will facilitate the interpretation of medical literature and 
serve as guidance for the planning of research proposals 
and to increase the quality of medical care.
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IV. Appropriateness of the 
Statistical Test

Juan O. Talavera, Rodolfo Rivas-Ruiz

When we observe the difference between two therapies or the associa-
tion of a risk factor or prognostic indicator with its outcome, we have to 
assess the certainty of the result. This assessment is based on a judge-
ment that uses information related with the design of the study and the 
statistical handling of the information. In this article, the relevance of the 
selected statistical test is speci  cally mentioned. Statistical tests are cho-
sen based on two features: the objective of the study and the type of 
variables. The objective can be divided in three groups of tests: a) those 
in which showing differences between groups or in a same group before 
and after a maneuver is wanted; b) those in which showing a relationship 
between variables is wanted; c) those in which predicting an outcome is 
pretended. As for the types of variables, we have two: quantitative (con-
tinuous and discontinuous) and qualitative (ordinal and dichotomous). 
For example, if we want to demonstrate age differences (quantitative 
variable) between patients with systemic lupus erythematosus, with and 
without neurological involvement (two groups), the adequate test is Stu-
dent’s t-test for independent samples; but if what is being compared in 
those same groups is the frequency of females (binomial variable), then 
the relevant statistical test is the chi-square test ( 2).

Key words
biomedical research
research projects
statistics and quantitative data

This article was originally published in Rev Med Inst Med Seguro Soc 
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Introduction

When we observe the difference between two thera-
pies or the association of a risk factor or a prognostic 
indicator with its outcome, a question arises: Is the 
result real? Deciding if it is real requires two comple-
mentary judgments:

1. The planning and development of the process that 
document such difference or association are free 
of errors, or at least these are of a minor magni-
tude, which does not modify the sense of the dif-
ference or association (i.e., appropriate design and 
adequate execution).

2. The size of the sample is suf  cient to maintain the 
stability of data and the statistical test is suitable 
for the objective.  

The planning and development of the process have 
been mentioned in the three previous chapters of this 
series. On the other hand, data stability will be dis-
cussed in detail in a subsequent article when the size 
of the sample and the p-value are addressed. 

In this article, we will discuss the relevance of the 
selected statistical test. Undoubtedly, this knowledge 
will allow for us to understand more precisely the 
results obtained in clinical research studies and, of 
course, it will increase our ability to make an ade-
quate use of them.

Study Objective and Type of Variable

Statistical tests are selected based on two features: 
the objective of the study and the type of variables. 
Within the study objectives we can identify three:

1. Demonstrating differences between groups or dif-
ferences in a same group before and after a maneu-
ver (e.g., treatment with drug A reduces high blood 
pressure in a greater proportion than treatment 
with drug B).

2. Showing relationships (correlation) between vari-
ables (e.g., serum creatinine rises as renal function 
decreases).

3. Predicting an outcome (e.g., the likelihood for 
the subject with sedentary life and overweight of 
developing type 2 diabetes mellitus).

Frequently, the models overlap, and thus, models 
initially identi  ed to predict an outcome are sometimes 
used to demonstrate differences between two groups. 
This happens especially when the principal maneuver 
has to be adjusted (drug A versus drug B) for multiple 
factors (age, sex, body mass index, etc.). But the oppo-
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Table I Weight of subjects studied under two therapeutic regimens

Group A Group B

77 65

78 69

80 77

82 78

85 83.5 Average 85 83.5 Average

85 85.0 Median 85 85.0 Median

85 85.0 Mode 89 85.0 Mode

86 93

88 96

89 98

Central tendency measurements are equal, but the dispersion of data is 
different
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Mean: 59.79
Standard deviation: 13.882. Two standard deviations at either side of the mean re  ect 95 % of the population
Average: 59.79, 95 % CI = 32.03-87.55

Figure 1 Histogram

site phenomenon also happens when looking to pre-
dict an event that will occur in the future but there 
are only one or two predictors available; in this case, 
a test to demonstrate differences is used.

It is important to clarify that the correlation basi-
cally is useful for seeing the magnitude of the asso-
ciation between variables, although it should remain 
clear that it does not establish causality. As a matter 
of fact, no statistical test can. This requires cover-
ing a number of principles described by Sir Austin 
Bradford Hill.

De  ning the type of variable is relevant because 
it is the axis in the selection of the appropriate test 
depending on the desired objective. Within the types 
of variables there are two groups:

1. Quantitative: continuous and discontinuous or 
discrete. The former are characterized because 
they can take any value throughout a continuum 
(for example, 1.75 m height). On the other hand, 
discontinuous or discrete variables use exclu-
sively whole numbers (parity, 1, 2, 3...). In both 
instances, the distance between one unit and 
another throughout its scale is equidistant.

2. Qualitative: these include the ordinal and the 
dichotomous variables. The ordinal variable 
allows for the characteristic under study to be 
ordered and, unlike what happens in quantitative 

variables, the distance between two categories is 
not equidistant (e.g., heart failure grades I to IV). 
Dichotomous variables, as their name indicates, 
are those with only two categories, which can 
be binomial (one option or another, e.g., male or 
female) or nominal (it refers to the presence or 
absence of the feature, e.g., alive at six months, 
yes or no).
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Figure 2 Normal distribution curve

It is important to mention the handling that the 
type of variable will suffer during the analytical pro-
cess, starting with the collection of “crude” data, 
which means that this is only a collection of informa-
tion from a group of subjects. In order for these data 
to have a useful meaning, they have to be organized 
and summarized. The simplest organization method is 
the frequency distribution tables; however, sometimes 
it is easier to understand their graphic representation 
through a histogram or frequency polygon. Regardless 
of the usefulness of this information, collected data 
are required to provide quantitative information, i.e., 
numerical indices re  ecting different probability dis-
tributions are required, whose primary function is to 
model the behavior of a large variety of biological phe-
nomena. These numerical indices include the measures 
of central tendency and the measures of dispersion.

1. Measures of central tendency (Table I and Figure 1).

a) Mean: it is the sum of a set of data divided by its 
total number. The symbol to represent the mean 
of a population is the Greek letter mu ( ), and the 
mean of a sample is represented by . It is the most 
widely used summary measure for quantitative 
variables.

b) Median: it is the value located exactly in the middle 
of the entire set of data. The median divides a dis-
tribution of data ordered exactly in two equal parts. 
The advantage of the median as a measure of cen-
tral tendency is that it is not affected by the value of 
extreme data, a phenomenon that does occur with 
the mean. It is the type of summary measure most 
widely used for quantitative variables not follow-
ing a normal distribution and for ordinal variables.
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Table II Selection of the statistical test according to the objective and type of variable

To demonstrate difference To show relationship& To predict 1 variable‡

Type of variable Type of sample Two groups Three groups Two variables Outcome variable

Quantitative NR Student’s t* 1 factor ANOVA Pearson Linear regression

(normal distribution) R Student’s t ** 1 factor  ANOVA 

Qualitative ordinal NR Mann-Whitney U Kruskal-Wallis Spearman

(free distribution) R Wilcoxon Friedman

Qualitative dichotomous NR
2 (or Fisher exact  

test) 

2 (of linear ten-
dency)

Phi coef  cient Logistic regression

R McNemar Survival curves

NR = not related; R = related; R = measure of the variable in the same subject at two different time-points
*  Student’s t for independent samples
** Student’s t for related samples 
&  For the correlation between 2 variables, the test of that at the lower scale is used (actually, no scale is lower; however, variables 
have been ordered from quantitative continuous to dichotomous, by way of quantitative discontinuous and ordinal variables). 
‡  The predictor can be quantitative, dichotomous or ordinal (with these last transformed into dummy-like variables)

c) Mode: it refers to the most repeated value in 
a distribution. This measure is hardly used in 
medicine.

2. Most common measures of dispersion.

a) Standard deviation: it re  ects the variation 
between the whole data set and it is used when 
these follow a normal distribution.

b) Percentile: it describes the position of a value of 
the distribution. It is used for quantitative vari-
ables not following a normal distribution and 
for ordinal variables.

c) Range: it is the difference between the highest 
and the lowest value of the distribution.

d) Interquartile ranges: these are referred to the 
values of the  rst and third quartile.

In clinical research, as in many other real-life 
phenomena, the most commonly analyzed data are 
quantitative, which in most cases show a Gauss-
ian distribution, also known as normal distribution, 
which is characterized for having a bell-like shape, 
for being symmetric with regard to its mean, for hav-
ing decreasing frequency values as they move away 
from the mean, and for never reaching zero (asymp-
totic). The mode and the median are equal to the 
mean; about 68 % of data are within ± 1 standard 
deviation from their mean and 95 % within ± 2 stan-

dard deviations (Figure 2). Thus, if the set of data is 
quantitative with a normal distribution, its summary 
measure will be the mean, and its dispersion measure, 
the standard deviation. However, if its distribution is 
not Gaussian, same as it is for an ordinal-type vari-
able, its summary measure will be the median, and 
its dispersion measure, the percentile or rank. Gener-
ally, these variables do not have dispersion measures 
and when they are used, 95 % con  dence intervals 
are preferred.

Appropriateness of the Statistical Test

Once we know our objective and the character-
istics of our data (type of variable), we can consider 
the appropriateness of the statistical test (Table II). 
However, there are two more considerations when the 
objective is to demonstrate difference:

1. If it is a study in which the value of a data item 
is compared before and after a maneuver, either 
observational or experimental, it is known as 
related samples test, but if it involves the compari-
son of data between different groups, it is called 
unrelated samples test.

2. If it consists in a comparison between different 
groups, it is necessary to establish if it is going to 
be between two or more. 
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With the information already complete, with Table 
II we can verify if the selection of the statistical test was 
appropriate according to the variable and the objective. 
For example, if age is compared (quantitative vari-
able with normal distribution in this case) between 
patients with systemic lupus erythematous, with and 
without neurological involvement (two groups), the 
appropriate test is Student’s t-test for independent 
samples. But if that what is being compared between 
these same patients is the frequency of females (bino-
mial variable), then the approppriate statistical test is 
the chi-square ( 2) test. If that what is being compared 
between both groups is their degree of lupus-like activ-
ity (ordinal scale), the appropriate statistical test is the 
Mann-Whitney U-test. On the other hand, if that what 
we are shown is the magnitude of association (relation-
ship) between age (quantitative variable with normal 
distribution) and the degree of lupus-like activity (ordi-
nal variable), the relevant test is Spearman’s r. Finally, 
if that what is sought to be predicted is the weight of a 
child (quantitative variable) based on age (quantitative 

variable), type of nutrition (ordinal variable: good, fair 
or poor) and sex (dichotomous), the appropriate test is 
the linear regression. But if that what is wanted to be 
predicted is the probability of infarction (dichotomous 
nominal) over the next 10 years based on age (quan-
titative), atherogenic risk (ordinal, low, moderate and 
high) and sex (dichotomous binomial) the relevant test 
is the multiple logistic regression.

Finally, we hope this article allows for the reason of 
the selection of the most widely used statistical tests in 
health research to be understood and, at the same time, 
to serve as a guideline to those who are taking their  rst 
steps in statistics. It is not suf  cient for establishing 
if the obtained results are real; it will be necessary to 
take into consideration the design and execution of the 
study and the stability of the information, but this last 
issue deserves to be discussed in another section. The 
next chapters of this series will further address Stu-
dent’s t, Mann-Whitney U (with which we will address 
how to select the type of distribution of quantitative 
variables) and chi-square tests. 
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V. Sample Size

 Juan O. Talavera, Rodolfo Rivas-Ruiz, Laura Paola Bernal-Rosales, 
Lino Palacios-Cruz

In clinical research it is impossible and inef  cient to study all patients 
with a speci  c pathology; therefore, it is necessary to focus on a sample. 
Estimating the size of a sample warrants the stability of the results and 
allows for feasibility of the study to be foreseen, depending on cost and 
patient availability. The basic structure for estimating the sample size is 
based on the premise that tries to demonstrate —among other things— 
that the difference between two or more maneuvers in the subsequent 
state is real. For this, it is necessary to know the value of the expected 
difference ( ) and the dispersion measure of the data that gave rise to it 
(standard deviation), which usually are obtained from previous studies. 
Afterwards, other components are considered: , which is percentage 
of type I error accepted in the claim that the difference between means 
is real, generally of 5 %; and , which is the percentage of type II error 
accepted in the claim that the non-difference between means is real, 
generally from 15 to 20 %. These values are substituted in the formula or 
in some sample size estimation electronic program. Although summary 
and dispersion measures may vary according to the outcome measure 
and, consequently, the formula, the principle is the same.

Key words
sample size
con  dence interval     

This article was originally published in Rev Med Inst Med Seguro Soc 
2011; 49 (3): 289-294 and it has been reviewed for this issue.

Introduction 

In clinical research, it is impossible and inef  cient to 
study all subjects affected by a speci  c pathology; the-
refore, when we read an article, the results it shows 
correspond to a portion of the entire population. The 
number of subjects included in a study is determined 
by a series of features that will be addressed later, but 
whose primary objective is to answer a question with 
the certainty that the obtained result is real. In addition 
to this, estimation of the sample size before starting a 
study allows for its feasibility to be considered depen-
ding on patient availability and cost. The lack of cal-
culation in the sample size may cause an unnecessary 
expenditure of both  nancial and human resources. 
It is possible for study expenses to be unnecessarily 
increased due to a surplus number of subjects included 
in it, or for the investment made to turn out being fruit-
less when including an insuf  cient number of subjects 
to answer the research question. 

The basic structure of the sample size estimation 
is based on the premise that tries to demonstrate that 
the observed difference between measurements made 
before and after the maneuver, or between two maneu-
vers in the subsequent state, is real and not due to ran-
dom effects. This structure is the same regardless of 
the type of variables necessary to answer the research 
question. In other cases, the purpose is not demonstra-
ting the veracity of a difference but rather to obtain the 
average value of a particular feature within a popula-
tion, with a precision indicated by the upper and lower 
limits of the con  dence interval (CI), which in most 
cases is requested to be 95 or 99 %.

Estimation for Two Groups

This purpose is exempli  ed when we try to demons-
trate that blood pressure values are different with a 
certain drug versus another and that this difference is 
not due to casuality. To estimate the sample size, the 
 rst thing that is required in this exercise is the ave-

rage ( ) of the diastolic blood pressure (DBP) values 
of the patients that took one drug (group A) or another 
(group B): assuming that the average DBP in group 
A is 90 mm  Hg and in group B 85 mm Hg, then the 
difference between means will be 5 mm Hg, a value 
that represents the  rst component, which is identi  ed 
as delta ( ).

Afterwards, it will be necessary to have some mea-
surement of the variation of values  within each group, 
since there will be patients with much lower and much 
higher pressures than the average; for example, from 60 
to 112 mm Hg. This value will allow for the variation 
within each group to be observed and, at the same time, 
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Figura 1 Total group of hypertensive patients under pharmacological treatment

to know if values  between groups overlap excessively 
in relationship with the average difference. In a quanti-
tative variable, as in the described model, the measure 
of dispersion is known as standard deviation (SD).

As is shown in Figure 1, the DBP average for the 
entire population is 87 mm Hg, with a standard devia-
tion of 9 mm Hg, whereas in Figure 2a, DBP average 
in group A is 90 ± 9 mm Hg (  ± SD) and DBP average 
(Figure 2b) in group B is 85 ± 8 mm Hg (  ± SD). This 
means that the general population has an average of 
87 mm Hg, but that its values in regards to  two stan-
dard deviations range from 69 to 105 mm Hg (  ± 2 
SD). In group A, with an average of 90 mm Hg, their 
values   range from 72 to 108 mm Hg (  ± 2 SD), and 
in group B, with an average of 85 mm Hg, their values  
range from 69 to 101 mm Hg (  ± 2 SD). Average and 
variable of interest dispersion values are usually obtai-
ned from existing information in already published 
previous or preliminary studies. 

Once we have a summary measure (average) and 
its corresponding measure of dispersion (DE), we 
have to consider:

1. To what degree of certainty do we want to demons-
trate that the DBP difference between groups is 
real? When this point is not taken into account, we 
may incur in what is known as type I error: accep-
ting that the difference is real without it being so.

2. To what degree of certainty do we want to demons-
trate that the non-difference is real? When this 
point is not taken into account we may fall into 
what is known as type II error: accepting that the 
non-difference is real.

The certainty with which a difference is usually 
accepted to be real is at 95 % and this corresponds 
to an alpha value ( ) of 0.05, indicating that once we 
establish that there is a difference in DBP values bet-
ween groups, there is a 95 % of certainty that such 
difference is real and only a 5 % of error is accepted.

To accept that the non-difference found is real, 
we must have an initial pre-established capability to 
 nd signi  cance when there is a difference, which is 

known as power and it is represented by the difference 
of 1 – beta ( ). The accepted power value may vary 
from 80 to 95 %, which corresponds to a -value of 20 
to 5 % respectively.

At this point, all the components necessary for 
estimating the size of the sample are already available:

• : difference between the summary measures (in the 
example, it is the difference between the means). 

• SD: measure of dispersion, which in the example is 
the standard deviation. 

• Type I or : error accepted in the claim that the 
difference between the means is real, usually of 
5 % (0.05).

• Type II or : error accepted in the claim that the 
non-difference between the means is real, genera-
lly ranging from 5 to 20 %.

Ignoring these different components usually cau-
ses that, at the end of the study, the size of the sample 
is insuf  cient and, thus, even if there is a clinically 
signi  cant difference (  10 %), no statistical diffe-
rence is found (p < 0.05), which means insuf  cient 
power (< 80 %) and, therefore, a type II error. 
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Figure 2 Hypertensive patients 
under treatment A and B, res-
pectively

Mean Differences

With the above components, sample size is esti-
mated using the formula of mean differences:

n 2 = 
(Z Z ) DE

2
—

—

Where: 

Z  = value of z related to  = 0.05 (extracted from  
  reference tables)
Z  = value of z related to  = 0.20 (80% power).
SD = standard deviation

1 = group A mean 

2 = group B mean

According to the example, the substitution of 
values   would be as follows:
Z  = 1.96 
Z  = –0.84 
SD = 9 mm Hg 

1 = 90 mm Hg 

2 = 85 mm Hg

And substituting in the formula:

n = 2 50.80 51 (1.96 (–0.84))9
90  85–

2–

Therefore, it is necessary to include 51 patients in 
each group if obtaining 80 % of probabilities (80% 
power) is desired for the detection of a mean difference 
of 5 mm Hg or more between the two treatment groups.
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Difference of Proportions

It is used when the outcome of interest is expressed 
in terms of proportions. Example: comparison of two 
groups of patients with overweight. The  rst group 
of patients receives medication and the second, die-
tary advice. If the outcome event is assessed after six 
months and measured as the proportion of patients 
who manage to normalize their weight (body mass 
index under 25), what is it required?

  = 0.05
 = 0.10

1 – 2  = (difference of proportions) group 1 
proportion minus group 2 proportion, 
which is clinically signi  cant

SD  = the formula for its determination is 
1 – group proportion, which remains 
included within the global formula

The formula for the determination of the sample 
size for proportions difference is:

n = Z 2   
 

 (1– 1 ) (1– 1 ) (1– 2 )Z  + 

2
–

–

Where:
 

  = (  = 0.05) 1.96
Z   = (   0.10 – 0.20)  –1.645, –0.84

1 = group 1 proportion 

2 = group 2 proportion 

1 – 2  = difference between group 1 proportion –  
  group 2 proportion, which is clinically  
  signi  cant

Assuming that for the study problem it would be 
expected that at six months, the group receiving drug 
therapy would succeed in 70 % of cases, whereas the 
group with dietary advice would succeed in 50 % of 
cases, the values  would be replaced in the formula as 
follows:

n = 1.96
0.70 – 0.50

2 0.70 0.30 ( 1.645)   (0.70 0.30)+(0.50  0.50)  
2

– –× × × ×

This result must be rounded to the upper digit. 
Thus, the sample must include 149 subjects in each 
study group if 90 % of possibility (90 % power) is 
wanted for the detection of at least a difference of 

n = = = 12.18 148.35 subjects for each group2 2.435
0.20

2

20 % in the percentage of success in weight loss bet-
ween the two treatment groups used as example.

Estimation for a Group

On the other hand, when the objective is to obtain the 
average value of a particular feature within a popula-
tion, the sample size estimation requires the average 
value (proportion or mean) and its upper and lower 
limits indicated by the CI, which in most cases is 
requested at 95 or 99 %.

For a Proportion

To estimate the sample size for the prevalence or pro-
portion of an event or feature, different components 
must be identi  ed, starting with the summary measure 
(p0), which corresponds to the expected proportion, 
and its precision (d), which is equivalent to half the 
amplitude of the CI. If we understand this section, we 
can solve the sample size formula based on the preci-
sion formula, which in turn comes from the estimation 
of the standard deviation of a proportion:

d Z  =  
 p q

n
0 0  ×

Solving for n yields:

  Z 2  p0 q

d
0

 
2n  =

× ×

In this case, q0 = (1 – p0); therefore if we want to 
look for a prevalence (p0) of 20 %, the q0 value would 
be 1 – 0.2 = 0.8. Therefore, to make the calculation of 
the sample size for a proportion, the following must 
be considered:

• Precision (d, equal to ½ the amplitude of the CI), 
whose value is conferred by the investigator and 
corresponds to the degree of error that might be 
tolerated at each side of the mean; for example, for 
an error of 8 % based on the mean, its d2 would be 
0.0064 (0.082 = 0.0064).

• Con  dence, also known as Z  corresponds to 1 – .  
• The p0 value intended to be estimated.

Example: How many preterm infants will it be 
necessary to study in order to verify if the estimated 
prevalence of metabolic bone disease in a neonatal 
intensive care unit population is 20 %, considering an 
accuracy of 8 % and an  of 0.05 %? 
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Table I Different sample sizes according to different values of con  dence 
level ( ), prevalence (p) and precision (d) 

a (Z ) p d n

0.05(1.960) 0.2 0.08 97

0.05(1.960) 0.2 0.04 385

0.01(2.576) 0.2 0.08 166

0.01(2.576) 0.2 0.04 664

With a con  dence level of 95 % (  = 0.05; Z  = 
1.96), Z 2 = 3.8416, which when solving:

N = (3.8416 × 0.2 × 0.8)/0.0064 
N = 96.04

Therefore, the required sample size will be 97 
children for an expected prevalence of 20 % with a 
CI ranging from 12 to 28 %. 

As we can observe, the size of the sample will 
depend on the expected accuracy of the error based 
on the mean, so that for a narrower CI, a lower d is 
required; 0.08 and 0.04 values are generally used, 
with the latter being the most accurate (or the one 
with less error); therefore, a larger sample size will 
be required. Similarly, if a con  dence level change 
from 95 to 99 % is desired, as requested in studies of 
genetic determinants, the sample size will increase. 
Table I shows some variation examples according to 
these parameters.

For a Mean

If the above is understood, it will be easy to unders-
tand the components for estimating the sample 

size for a mean. Similarly, the basis is the formula for 
the CI of the mean:

IC de 95 % Z= ± = DE
n

In this case, precision (d) is calculated as follows:

d Z = DE
n

Therefore, the formula for the calculation of the 
sample size for estimating a mean is:

n = 
Z DE2 2

2

 

d 

×

This formula requires the knowledge of Z , SD 
and the desired d. Thus, the sample size for an expec-
ted mean depends on Z  (1.96 for  = 0.05), on the 
standard deviation that has been observed in previous 
studies, as well as on the desired precision.

Final Considerations

It should be clear that the assumptions above are not 
the only ones for estimating the size of a sample, so 
that if we want to estimate it in order to demonstrate 
differences in cumulative incidence rates (Hazard 
risk ratio) or in units obtained in models such as Cox 
proportional hazards survival curves, the estimation 
is more complex since it considers the outcome over 
time; nevertheless, the basic concept is the same.

On the other hand, if the intention is controlling 
for multiple confounders or exploring multiple risk 
factors using a multiple logistic regression model, 
then it will be necessary using a number of events per 
variable, for which 10 to 20 subjects for each will be 
required in the smallest of the outcome groups (so that 
if mortality is 30 %, this is the smallest of the groups, 
since the remaining 70 % will survive).
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VI. Clinical Relevance

Juan O.  Talavera, Rodolfo  Rivas-Ruiz, Marcela Pérez-Rodríguez

In clinical practice, the maneuver that is usually selected is the one that 
achieves an outcome with at least 10 % of direct superiority or when 
the number needed to treat is 10. Although these parameters serve for 
estimating the magnitude of an association, we are forced to differenci-
ate the measures of impact (attributable risk, preventable fraction), asso-
ciation (relative risk, odds ratio, risk ratio) and frequency (incidence and 
prevalence), which are applicable when the outcome is nominal. We also 
have to identify the way for measuring the strength of association and 
the magnitude of association when the outcome variable is quantitative. 
Not unfrequently, association measures are interpreted as if they were 
impact measures, v.gr., for a relative risk of 0.68, a 32 % of outcome 
reduction is assumed without considering that this is a relative reduction 
that can be generated by a ratio of 0.4/0.6, 0.04/0.06 or 0.00004/0.00006 
as well; however, the direct reduction is 20 % (60-40 %), 2 % and 2 per 
100 000, respectively. Therefore, in order to estimate the impact of a 
maneuver, it is important that the direct difference or the number needed 
to treat is available. 

Key words
association measures
exposure
risk or outcome
relative risk
number needed to treat

This article was originally published in Rev Med Inst Med Seguro Soc 
2011; 49 (6): 631-635 and it has been reviewed for this issue.

Introduction

Even with a well-designed trial, with an adequate sta-
tistical analysis and sample size, in which statistical 
signi  cance in the association between a maneuver 
and an outcome is shown (whether it is the association 
between a risk factor or preventive maneuver and the 
occurrence of a disease, or between a prognostic factor 
or therapeutic maneuver and the course of the disease), 
the clinician needs to identify the magnitude of this 
association —impact of the maneuver— in order to 
consider its usefulness in common clinical practice, in 
which most of the time, the bene  t of a therapeutic 
maneuver is considered and it is usually selected that 
which achieves a favorable outcome with at least 10 % 
of direct superiority over others. This means that, for 
example, if the outcome is survival and the selected 
maneuver is A, it is expected for it to be 10 % superior 
than standard maneuver B (70 % two-year survival for 
maneuver A versus 60 % for maneuver B), or if the 
outcome is the level of glucose, then a reduction of at 
least 10 % is expected (from 140 to 126 mg/dL). And 
if the outcome is heart failure, a reduction of at least 
10 % is expected in the degree of heart failure (overall, 
at least 10 % more of patients improving their heart 
failure grade). It should be noted that the substraction 
of a proportion from another was made directly, whe-
reas for quantitative data, 10 % is estimated based on 
the reference value.

In public health or preventive medicine, direct 
differences lower than 10 %, and even as low as 4 
to 7 %, are highly relevant, since susceptible popu-
lations may include millions of subjects. The same 
happens in clinical care, where the rate of unwanted 
outcomes is around 10 %, for which any expected 
reduction will be lower than this and its relevance 
will depend on the severity and cost of the disruption.
On the other hand, in case of adverse events, differen-
ces even lower than 10 % are signi  cant, especially 
depending on the severity of the event. Nevertheless, 
in most clinical situations, a minimum gain of 10 % is 
considered desirable.  

While for clinicians it is common and understan-
dable a percentage difference to estimate the impact of 
an association, in literature there is a series of calcula-
tions known as impact measures that, in spite of being 
discretely more elaborated, turn out to be an associa-
tion between proportions. In the process of obtaining 
the impact measures, association measures are esti-
mated (indicators that assess the strength at which a 
variable or feature is associated with another), which 
would be meaningless if they would not be accompa-
nied by the certainty that such association is real and 
not due to chance, and for this purpose, statistical sig-
ni  cance is estimated (an association is real when the 
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p-value is < 0.05). Before these two types of measu-
res, during the process of data management, we have 
to make use of what is known as frequency measu-
res, which estimate the absolute number of events. It 
should be emphasized that, in most cases, what we 

observe in articles are relative frequency measures, 
in which the number of events is related with the total 
number of individuals in the population or sample 
under study, so that comparisons can be made at a 
later stage between groups with different n (Table I).

Table I Double input table for measures of relative frequency (example), association and impact

Outcome + Outcome – Total

Exposed (treated) a   5 b     95 a + b = 100

Non-exposed (placebo) c   15 d      85 c + d = 100

Total a + c = 20 b + d = 180

 Clinical trial and cohort Formula Example Interpretation

Exposed incidence (Ei) Ie = a/a + b 5/100 = 0.05 5 new cases in 100 subjects or 5 %

Incidence of  observed or non-exposed (Io) Io = c/c + d 15/100 = 0.15
15 new cases in 100 subjects or 
15 %

Relative risk (RR) RR = Io – Ie 0.05/0.15 = 0.33
A protection exists. Relative or risk 
reduction. The risk is below the unit

Absolute risk reduction (ARR)
(attributable risk [AR])

RR = Io – Ie 0.15 – 0.05 = 0.1
The direct reduction of risk attribu-
ted to treatment is 10 %

Number needed to treat (NNT) NNT = 1/RAR NNT = 1/0.1 = 10
10 people have to be exposed to 
observe the bene  cial effect in one

Attributable fraction (AF) (for RR > 1) Ie – Io/Ie
Since in this example RR is 
> 1, AF is not calculated

Interpreted as the proportion of 
cases exposed due to the risk 
factor

Relative risk reduction (RRR) (for RR < 1, 
preventable fraction)

RRR = 1 – RR x 100 1 – 0.33 x 100 = 67  % 67 % of cases were prevented due 
to the exposition factor 

Case-controls, and cross-sectional survey

Prevalence of exposed (Pe) (only in cross-
sectional survey)

Pe = a/a + b
Number of events in the exposed 
group (used in cross-sectional 
studies)

Prevalence of non-exposed (Po) (only in 
cross-sectional survey) 

Po = c/c + d
Number of events in non-exposed 
group or control (used in cross-
sectional studies)

Exposition factor prevalence in cases PfrCa = a/a + c 5/20 = 0.25
25 % of cases were exposed to 
exposition factor

Exposition factor prevalence in controls PfrCo = b/b + d 95/180 = 0.527
52.7 % of controls were exposed to 
exposition factor

Odds ratio (OR) a x d/b x c
RM = 5 x 85/15 x 95
RM = 425/1.425
RM =  0.29

The exposed group is protected. 
The risk is below the unit

Incidence and prevalence are frequency measures; relative risk and odds ratio are considered association measures; and absolute risk 
reduction and relative risk reduction are impact measures. Another association measure is the risk ratio, obtained in the Cox proportional 
hazards survival analysis (Hazard risk ratio, HRR). Attributable risk and preventable fraction can also be estimated based on the OR (ins-
tead of using Ei using Pe and instead of Io, Po)
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In clinical practice, measurements of the associa-
tion between two variables (maneuver and outcome) 
by means of relative risk (RR), odds ratio (OR) and 
hazard ratio (Hazard risk ratio, HR) are common 
and are interpreted similarly; variables with a value 
below 1 are considered protective, whereas those with 

values above 1 are considered risk variables. This 
way, we have that common risk for the population 
or sample of suffering or having the event of inter-
est without identifying any factor, either protective or 
of risk is 1 (which corresponds to the incidence or 
prevalence of the event in the entire sample or popu-

Table III Association measures and equivalents for quantitative variables 

Qualitative dependent variable (nominal) Quantitative dependent variable

Frequency measures Association measures Impact measures Power of association Magnitude of association 

Incidence
• Incidence rate
• Cumulative incidence

RR (cumulative inci-
dence ratio)

Attributable risk (etiolo-
gic fraction, ARR and 
NNT)

r2

% of difference of the 
means 
b coef  cient 

HR (Hazzard risk ratio) RRR, AF (attributable 
fraction)

R2 % of difference of the 
means through the regres-
sion equation

( = a + b1X1)
Prevalence
• Point prevalence
• Period prevalence

OR (prevalence odds 
ratio or crossover 
products)

r 
b coef  cient 
R2

 % of proportion differen-
ces through the probability 
equation  

 = 1/1 + e–(a + b1X1…)

 = 1/1 + e –(a + b1X1…)  = probability of the event  
RRR = relative risk reduction
The NNT (number needed to treat) is a relatively new way for estimating the magnitude of association

Table II Examples of RR and 95 % con  dence intervals 

A B

Study examples Events Total Events Total   RR   (CI 95 %) RR (CI 95 %)

Aspirin (A) versus placebo  65 5000  95 5000 0.68 (0.50, 0.94)

 0.50 .7 1 1.5 2.0
Protection     Risk

Coffee consumption (A) 
versus placebo (B)  25 5003  24 5000 1.04 (0.60, 1.82)

With dyslipidemia (A) 
versus healthy (B)  205 5000  115 5000 1.78 (1.42, 2.23)

RR = relative risk; 95 % CI = 95 % con  dence interval; RRR = relative risk reduction
Aspirins have a statistically signi  cant RRR of 32 %; dyslipidemia has a statistically signi  cant RR increase of 78 %. Coffee consumption 
has a non-statistically signi  cant relative increase of 4 %.
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lation under study). But if we identify a risk fac-
tor, we observe that the incidence in this subgroup 
increases and that in those without this risk factor, it 
decreases in relationship with the risk of the entire 
population or sample. For example, if we consider 
the use of aspirin to prevent myocardial infarction 
in a population where the one-year incidence is 
1.6 %, the incidence in the aspirin-exposed group 
will be 1.3 %, while in the control group it will be 
1.9 % with a relative risk of 0.68 (0.013/0.019), which 
means that there is a relative risk reduction of 32 %. 
So far, there seems to be an association between the 
use of aspirin and the reduction of infarction, but 
the con  dence interval of 95 % for such relative risk 
will have to be examined: if the interval within its 
limits (lower and upper) is below the unit, it is con-
sidered to be statistically signi  cant, but if the upper 
value exceeds the unit (1), then it is not statistica-
lly signi  cant and, therefore, the possibility that the 
observed point value of 0.68 is due to chance can not 
be ruled out. Similarly, when we talk about a risk 
factor, the lower limit of the 95 % con  dence inter-
val is expected to be above the unit (1) in order for it 
to be statistically signi  cant (Table II).

 Frequency, association and impact measures are 
based on the presence or not of an event or outcome 
and, therefore, these are nominal variables, but, in 
clinical practice, there are numerous outcome varia-
bles that are measured through the change in the 
value of a quantitative variable, in which there is 
equal interest in knowing the strength and magni-
tude of the association, and thus, it is important to 
have an equivalent.

Table III shows the relative frequency, associa-
tion and impact measures in a global context, basi-
cally described for a nominal dependent variable. 
Other measures also applicable that can de  ne the 
power of association are added —association mea-
sures—:

• The determination ratio r2, which measures the 
percentage of explanation of one variable based 
on the other and which is the square of the r obtai-
ned in a correlation, in this case the phi coef  -
cient.

• The beta coef  cient, which is the value obtained 
in a regression model (in this case logistic), which 
corresponds to the odds ratio logarithm. 

• The R2 similar to r2, whose result is obtained from 
the regression model.

As for the magnitude of association, the estima-
ted probability of a phenomenon occurrence can 
be obtained from the result of a regression model 
(y = 1/1 + e  – (a + b1X1...)), which in the basis of the 

equation for its calculation adds the beta coef  cients 
of the different variables, and  nally, calculates its 
global OR. With this equation, if two treatments are 
compared, the difference of such probability (diffe-
rence of proportions) can be estimated, even if adjus-
ted for multiple variables of interest; similarly, the 
different probabilities for a phenomenon to occur by 
exposure to different values of a quantitative varia-
ble can be compared.

The same table III shows when the dependent 
variable is quantitative: the units to measure the 
strength of association are limited to Pearson’s r2, 
coef  cient b and R2, the latter two as a result of the 
linear regression model.

Finally, to assess the association magnitude of a 
quantitative variable, the mean differences are used, 
more speci  cally the mean difference ratio, either 
directly estimated or as a result of the regression 
equation (in the linear regression, the value of the 
dependent variable is obtained directly).

A measure for the association magnitude that has 
become widely accepted is the number needed to 
treat (NNT = 1/RAR), which refers to the number of 
subjects that have to be treated in order to obtain the 
bene  t in one when compared with placebo; when 
this number is negative, it is known as number nee-
ded to harm. Therefore, to de  ne if a maneuver is 
clinically signi  cant, a direct difference of 10 % can 
still be used or the number needed to treat (NNT), 
in which although there is no pre-established para-
meter, a value around 10 is considered ideal, which 
would represent treating 10 subjects to obtain the 
desired bene  t in one (equivalent to 10 %). It is worth 
mentioning that, generally, placebo is rarely used as 
the comparative group in clinical trials; therefore, 
this number may be underestimated when comparing 
it with other active maneuver. 

Comments

Proper use of measures of frequency, association 
or impact and their equivalents is essential to avoid 
common errors committed in clinical practice. It is 
not uncommon to interpret association measures as 
if they were impact measures; for example, if the 
OR, RR or HR of a maneuver is 0.68, a 32 % reduc-
tion of the outcome is assumed. However, it should 
be considered that this is a relative reduction that the 
same can be generated by a 0.4/0.6 ratio than from 
a 0.04/0.06 or 0.00004/0.00006 ratio (RR = 0.66); 
nevertheless, in the  rst case, the NNT is 5, in the 
second 50, and in the third 50 000. Therefore, for 
estimating the impact of a maneuver, it is important 
that the direct difference or NNT (RAR) is available.
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VII. Systematic Research: 
How to Locate Articles to 
Answer a Clinical Question

Rodolfo  Rivas-Ruiz, Juan O.  Talavera

In the process of solving doubts generated in the process of medical care, 
the amount of articles appearing during the search is so vast, that a stra-
tegy must be considered to re  ne it. The present article describes the 
process for searching and selecting information that may help us answe-
ring to our patients’ needs. Judgment of the quality and relevance of the 
response will depend on each reader. The search has to be done in peer-
reviewed sites, and for that reason, we recommend PubMed and to start 
the search after breaking down the PICO acronym, where P = patients, 
I = intervention, C = comparator and O = outcome. The PICO acronym 
shares components with the classical research architecture model descri-
bed by doctor Alvan R. Feinstein. A good search must be involved with 
the answer to our question in the  rst 20 articles; otherwise, the search 
will have to be more speci  c by using  lters.
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Introduction

In the process of solving doubts generated in the pro-
cess of medical care, the number of articles appearing 
during the search is so vast, that we must consider a 
strategy, which in short time allows us to  nd those 
answers to our needs as physicians, so that we are not 
overwhelmed by an ocean of information. The present 
article describes the process to systematically search 
documents that help us answering our patients’ needs, 
although the judgment on quality and relevance will 
depend on each reader.

Accessibility to medical information has changed 
with Internet and electronic media. Worldwide, there 
is an estimated 20 000 journals in the area, which pro-
vide approximately 2 million papers each year. This 
amount of articles, which represents new knowledge, 
generates great dif  culties in keeping updated in 
every aspect of medicine.

The problem is aggravated by Internet postings on 
medical issues without peer-review, which depend on 
the good will of those who edit them and sometimes 
do not serve scienti  c purposes. Unfortunately, meta-
browsers such as Google or Yahoo identify them 
easily, which results in these materials being highly 
consulted by patients and some doctors.

For these reasons, the search for medical literature 
must be performed in sites where publications are 
peer-reviewed and according to a system that avoids 
overseeing relevant articles and inclusion of unspe-
ci  c articles to solve our questions. Hence, system-
atic search offers a clear, reproducible and auditable 
protocol.

The browser we recommend is PubMed, because 
it is simple, free and, most importantly, the manu-
scripts that appear are peer-reviewed by experts. 
Besides, recently it has included options to perform 
searches on mobile devices. This system is respon-
sible for spreading the Medline database archives 
of the United States National Library of Medicine, 
which has over 21 million articles1 (in areas such as 
genetics, medicine, nursing, psychology, veterinary 
medicine, among others), 90 % with an abstract in 
English; some magazines have links to the full-text 
article from this page. This medical library claims to 
be the largest in the world and has started integrating 
full-length articles, although free-access journals are 
still few. 

Now, the  rst step in solving a question is to 
structure it properly based on the three items of the 
architectural approach outlined in previous chap-
ters: baseline state, maneuver and outcome.2 For 
an electronic search, an adaptation of Dr. Alvan R. 
Feinstein´s architectural model has been proposed, 
in which the acronym PICO is formed, where P is 
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patients, with speci  cation of the disease, if applies; 
I, the intervention or maneuver, treatment, risk fac-
tor, prognostic indicator and even a diagnostic pro-
cedure; C is the comparator, which may be a placebo 
group, another treatment or an observational maneu-
ver; and,  nally, the O for outcome corresponds to 
the result or outcome3 —this acronym may have 
some variations such as PEO (patients, exposure, 
outcome) or PICOST, where S and T represent the 
type of study and follow-up time—.4 Let’s translate 
this into an example where a clinician wants to know 
if the use of albumin reduces mortality in patients 
with hypovolemic shock, compared with the use of 

Figure 1 Options in PubMed to search in the MeSH words catalog 

saline. With this proposal, the following acronym 
would be formed:

P = patients with hypovolemia
I = treatment with albumin
C = saline
O = mortality

With this acronym, the question would be:

Will the use of albumin (when comparing it with 
saline) reduce the mortality in patients with 

hypovolemia?

A tool that complements this 
method is the MeSH (Medical Sub-
ject Headings) acronym, a United 
States National Library of Medicine 
controlled vocabulary by means 
of which articles are indexed and 
organized in PubMed. These words 
enable having the de  nition of the 
subject that is being searched. Its 
catalog can be accessed from the 
PubMed main screen by selecting 
three options: the type of catalog 
(MeSH) (1), the word to be searched 
(2) and the Search button (3), as is 
shown in Figure 1.

For novel terms, not recorded in the MeSH cata-
log or if the nomenclature under which a concept 
is recorded is unknown, text words or free words 
can be used, which will be identi  ed anywhere 
within the articles: title, abstract or body of the 
article. The advantage is a wide search, with the 
risk or inconvenience that it may yield articles not 
directly related with the topic. Other drawback is 
that text words must be written directly in the 
search box together with the Boolean operator. 

Variants in the process

In our example, saline (saline solution) is not recorded 
as MeSH word; we used it for considering it to be widely 
used. It was entered as a text word (manually, together 
with its Boolean operator)

1
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With the first PICO acronym term entered (2) 
(in our example hypovolemia), as shown in Figure 
2, it will be necessary activating the check box (4) 
and pressing the Add to search builder option (5) 
to enter the term in the text box (6). Steps 2 to 
6 must be repeated for entering other PICO acro-
nym words, which will be linked to each other 
with ligands, which correspond to Boolean opera-
tors (7):

• and to link one or more criteria, which allows for 
more speci  c searches to be performed; 

• or takes care of including one term or another, 
making the search broader. 

• not, which is used to make total exclusion of the 
term that follows.

Let’s see how our acronym words would combine 
if we added Boolean operators:

Will the use of albumin, compared with (AND) 
saline, reduce (AND) mortality in (AND) patients 

with hypovolemia?

As shown in the same figure 2, the PICO acro-
nym words, the Boolean operators and, automati-
cally, brackets, will be added in the search box (8), 

so that when we  nish to include all terms in the 
system, the search will be recorded as follows:

((“Hypovolemia”[Mesh]) AND 
“Albumins”[Mesh] AND saline solution) AND 

(“Mortality” [Mesh] OR “mortality” 
[Subheading] 

OR “Hospital Mortality” [Mesh])

This is because when the terms are combined, 
the PubMed system includes brackets to perform the 
search following a similar logic to that of algebra nota-
tion, i.e., it solves  rst the inner parentheses and their 
results are combined with the external ones. 

Once all the PICO acronym terms have been 
entered into the search box, all that is left to do is 
pressing the Search PubMed button (9).

The importance of previously constructing the PICO 
question lies in the fact that the order of terms entrance 
will be followed, which will allow for a search targeted 
to speci  cally  nd information related to our question. 

A good search must succeed in  nding the solution 
to our question in the  rst 20 articles (when there are 
studies). When no article is retrieved when searching 
for very rare diseases, the search must be done using 
only two or three terms or it must be expanded with 
the Boolean operator OR.
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When in order to include a lar-
ger number of articles, two or 
more MeSH terms are selec-
ted in the same step, words 
are automatically linked with 
OR. 

In our example, three morta-
lity options were selected

Figure 2 The MeSH words browser offers additional advantages
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Figure 3 Other search resources 

Figure 4 Detail of the limits screen

As shown in Figure 3, PubMed 
also has other resources for enhanc-
ing searches. One of them is 
Related citations (10), which gen-
erates an identi  cation mechanism 
that displays the articles that most 
resemble the article selected in our 
list as the ideal, thereby extending 
the range of documents that we are 
able to consult. As we can observe, 
10 articles were found in the exam-
ple (11); when Related citations 
was used, 130 were retrieved (12). 
Another PubMed resource are the 
 lters or limits (13), which can be 

accessed from the main browser. 
Limits or  lters are a useful 

system to limit the search to dates 
(14), type of article (clinical trial, 
cohort study, meta-analysis, clini-
cal practice guideline) (15), spe-
cies (humans and animals) (16), 
language (17), sex (18) and other 
parameters.

With these limits, more speci  c 
results are obtained, which is an 
essential issue when the number of 
identi  ed articles is abundant (Fig-
ure 4).
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If the user makes a typing error 
(typo) (1), the system leads 
to a screen where a warning 
is shown and terms that can 
replace or are related with the 
desired one are displayed (2). 
If the user activates the MeSH 
term (3), another screen will 
appear

3
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The new screen displays the 
de  nition of the term and rela-
ted concepts in order for the 
user to verify if it is the desi-
red one. He will be able to 
add it into the search box (4) 
with the Add to search builder 
option (5). To continue, all he 
has to do is entering the next 
PICO term (6)

4

6

5

This same PICO acronym system can be used in 
meta-browsers such as Google or Yahoo as well. The 
words just have to be typed in English and linked 
with their Boolean terms, as shown in Figure 5. In 
Google, it is possible that more articles will be found 
than in PubMed and some that may be sponsored or 
not endorsed by peers. However, when the order of the 
PICO words is followed and the search is restricted to 
them, the result is often similar to that found in PubMed 
in complementary cases. In this example, we can see 
similar results to those obtained in PubMed, with the 
advantage that, in most cases, the full-text is available. 

This electronic strategy shares the components of 
the classical research architecture model described by 

Dr. Alvan R. Feinstein in his book Clinical Epidemiol-
ogy.6 This model was recently quoted by Julian P. T. 
Higgins and Sally Green in Chapter 6 of the Cochrane 
Handbook for Systematic Reviews of Interventions,5 

and was employed by The Cochrane Collaboration 
for the elaboration of systematic reviews.7-8 This acro-
nym has been used recently by the GRADE model as 
a search mechanism for the development of clinical 
practice guidelines.

Importantly, for more extensive searches, such as 
systematic reviews, other sources must be consulted 
in addition to PubMed, such as EMBASE, LILACS, 
Imbiomed, conference abstracts and even meta-
browsers such as Google and Yahoo.

Figure 5 Meta-browsers respond to 
the PICO acronym with the advan-
tage of including not only PubMed 
articles, but other local publications 
as well. They have the “disadvantage” 
that they identify a large number of 
results, which sometimes precludes a 
full enquiry 

4
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Figure 6 Usefulness of the 
classical research architec-
ture model proposed by Dr. 
Alvan R. Feinstein

We consider that this search and clinical questions 
formulation mechanism, based on the architectural 
model and synthesized in the PICO acronym is one 
of the most useful in current clinical practice, since it 
is highly sensitive to the available electronic search 
engines, even in portable devices. 

The advantage of the traditional scheme (Figure 
6) is that it allows for the parts of a study, potential 
biases, statistical analysis, feasibility of the study or 
clinical signi  cance to be identi  ed, and forms the 
basis of electronic search.2,9-12

Disseminating and promoting these search mech-
anisms in hospitals might help considerably in the 
solution of clinical questions more quickly —with 
practice we estimate no more than 10 minutes— 
and in increasing the certainty in prescription, in 
the selection of a diagnostic test or in the issue of a 
prognosis, thus facilitating medical education, peer-
wise discussion and the clinician’s general work. As 
a complement to adequate reading and comprehen-
sion of articles, this approach might improve health 
care quality.
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VIII. Structured Review 
of an Article

Juan O.  Talavera, Rodolfo  Rivas-Ruiz

This article was originally published in Rev Med Inst Med Seguro Soc 
2012; 50 (2): 163-166 and it has been reviewed for this issue.

Several strategies have been attempted to select an article under 
assumptions of relevance and good quality. They depend largely on the 
presence or not of a series of features and in other occasions on the 
judgment of those who classify the article. However, these strategies do 
not allow for us to know the magnitude of error. Since there is no such 
thing as a perfect article, it is relevant to identify the magnitude of error 
and its impact on the  nal result; hence, it is necessary to develop skills 
that allow for us to review an article, identify possible errors and gener-
ate an idea of their impact on the result. According to the information 
contained in parts I to VII of this series of articles on clinical research, 
we have tried to demonstrate its application in a structured review of a 
causality article, starting with the examination of the baseline state, the 
maneuver and the result, with the systematic errors (biases) generated 
in each item, followed by the relevance of the test, the appropriateness 
of the sample size and,  nally, clinical relevance.

Key words
journal article
causality
statistics and numerical data
biases
sample size
association, exposition, risk or outcome measures  
 

Introduction

Several strategies have been attempted to select an 
article under assumptions of relevance and good qua-
lity. They depend largely on the presence or not of a 
series of characteristics and, in other occasions, on 
the judgment of those who classify the article. This 
entails a classi  cation of “adequate” or “inadequate”, 
or in best case to a graduation of major to minor qua-
lity or relevance. However, these strategies do not 
really allow for us to know the magnitude of error. 
And since there is no such thing as a perfect arti-
cle, it is important to identify the magnitude of error 
and the impact it may have had on the  nal result; 
hence, it becomes necessary to develop skills that 
allow for us to review an article in a structured way, 
to identify possible errors and to generate an idea of 
their impact on the result. That is, we cannot rely on 
a classi  cation or on the judgment of others to decide 
what to read and what not to read, or what to consi-
der adequate or inadequate. We will have to learn the 
minimum basic structure that allows for us to assess 
ourselves the relevance of each article, its errors and 
its results.

In parts I and III to VI of this series on clinical 
research, we have tried to show the characteristics 
that we consider as being basic to perform a reading 
and a structured review of an article on causality (risk 
factor or etiologic agent, prognosis or treatment), once 
the article has been identi  ed by means of a syste-
matic search (topic addressed in part VII). We star-
ted with a model comprising the baseline state, the 
maneuver and the result (described in article I), with 
the systematic errors (biases) generated when de  -
ning and operating each of these items (article III). 
And we continued with the appropriateness of the test 
(part IV), the sample size estimation (part V) and, 
 nally, the clinical relevance (part VI).

Next, we will make an exercise on the use of said 
information under a structured review proposal; for 
that, we will use an article of our own authorship: 
“Reduction in the incidence of post-stroke nosoco-
mial pneumonia by using the ‘Turn-Mob’ Program”, 
published in the Journal of Stroke and Cerebrovascu-
lar Diseases 2010;19:23-28. The purpose of the study 
was to demonstrate the ef  cacy of a program of mobi-
lization in bed named “turn-mob” in decreasing the 
incidence of nosocomial pneumonia in patients with 
ischemic stroke.

In Figure 1, we can  nd baseline state charac-
teristics such as the form of test selection and the 
prognostic demarcation; we can observe that ran-
domization was able to balance the groups’ charac-
teristics, with the exception of chronic obstructive 
pulmonary disease, slightly higher in group b (14 % 



S55

Talavera JO et al. Structured Review of an Article

Rev Med Inst Mex Seguro Soc. 2013;51(Suppl 1):S54-S57

Population selection method 
Patient with acute neurological deficit, 
> 12 hours duration referred from 
emergency department or internal medicine

Prognostic stratification: group a versus b

72 and 74 years of age

Normal 18 versus 17%; overweight 69.4 versus 70.5%; 
Obesity 12.6 versus 12.5%

                                 Anterior circulation partial infarction 88.3 versus 90.2 %

DM 50.5 versus 42%; HBP 83 versus 84%; COPD 7 
versus 14%; CVE 39 versus 40%

Smoking 31 versus 35 %; alcohol 24 versus 24 %

Chronometric         

BMI status             

Clinical                   

 

Morphologic             Cerebrovascular disease subtype

Comorbidity         

Previous treatment Corticosteroids; antibiotic   

Socioeconomic, cultural, habits = 

 

  
 

III
II
I

a =  turn mob

b = usual

Demarcation diagnosis

< 48-hour evolution

No requirement 
of ventilatory support

First vascular event

No clinical evidence
of upper/lower RTI

No psychomotor agitation

Ischemic stroke 
tomographic diagnosis

Those developing RTI 
in the first 48 hours 
were excluded

Post-stroke Nosocomial 
pneumonia

Motor deficit, hemiparesis 66.7 versus 75.9 %
Hemiplegia 33.3 versus 24.1 %; aphasia 50.5 versus 40.2 %
Sensory deficit: 56.8 versus 40.2; nauseous reflex 82 versus 79.5 %
Glasgow score 15, 40.5 versus 32.1 %
NIHSS score 2- 7, 30.6 versus 32.1 %
       8-13, 41.4 versus 43.8 %
       14-18, 16.2 versus 17.9 %
       19-23, 11.7 versus 6.3 %

Figure 1 Baseline state characteristics: diagnostic demarcation (selection criteria) and prognostic strati  cation (demar-
cation) (variables that impact on the outcome regardeless of the maneuver) 

RTI = respiratory tract infection; BMI = body mass index; DM = diabetes mellitus; HBP = high blood pressure, COPD = 
chronic obstructive pulmonary disease  

versus 7 %, p = 0.088), which could have impacted on 
the  nal result. Since a strati  ed analysis was not per-
formed, is not possible to observe the impact of each 
maneuver according to different risk factors and thus, 
the result can be attributable mainly to the average 
characteristics of the population under study.

In Figure 2, the quality of the maneuver applica-
tion (turn-mob program against usual position chan-
ges) has to be considered, verifying that peripheral 
maneuvers are implemented similarly in both groups.

Although there were no differences in peripheral 
maneuvers, the application of the turn-mob program 
was initially standardized and veri  ed day by day; on 
the other hand, the application of the usual treatment 
was never standardized or veri  ed and, therefore, 
there is no guarantee that it was carried out; further-
more, at hospital discharge, the patient did not receive 
nursing support at home. This could represent more 
than superiority for the turn-mob program over the 
usual treatment: the result of application of the turn-
mob program against nothing.

Regarding the outcome, there was no possibility 
of having differentially detected the presence of noso-
comial pneumonia, since all patients were submitted 
to chest X-ray at discharge or upon the slightest clini-
cal suspicion. Similarly, there was no problem due to 
patient losses (transfer bias), since only two patients 
were excluded out of a total of 225 due to the presence 
of pneumonia within the  rst 48 hours of admission 
to the hospital (Figure 3).

 General Comments

As an overall comment on the methodologic design 
and development of the project, we could say that the 
population selection was adequate (adequate assem-
bly), by considering subjects with high probability 
of developing nosocomial pneumonia and in whom 
the application of the program turn-mob was feasi-
ble. The distribution of different prognostic factors 
was shown to be similar between groups, which 
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Diagnostic demarcation

Population selection method Peripheral maneuvers (group a versus group b)
  Intubation 7.2 versus 8%
  Enteral nutrition 19.8 versus 21.4%
  Intravascular catheter 3.6 versus 6.3 %

Prognostic stratification

III

II

I

a = turn-mob
Change of position and passive movements

performed by a trained family member.
Verified by a rehabilitation technician

 

 

b = usual care
change of position applied by nurse

Post-stroke Nosocomial 
pneumonia

Figure 2 Characteristics to be considered during the application of the maneuver 

Two patients were excluded due to 
pneumonia within the first 48 hours

Nosocomial pneumonia
Its presence was verified 

by X-ray upon clinical evidence 
at discharge.

All cases occurred during 
hospital stay 

12.6 versus 26.8 %

Diagnostic demarcation

Population selection method

Prognostic stratification

III

II

I

a = turn mob 

b = usual care

Post-stroke

Figure 3 Characteristics to be considered in the outcome

partially prevented susceptibility bias, since no stra-
ti  ed analysis was performed that would allow for 
the maneuver to be assessed in different risk groups 
(prognostic susceptibility). As for the maneuver, 
the adequate execution of the usual maneuver was 
not properly supervised and, therefore, we cannot 
guarantee that there was no performance bias. The 
outcome measure was the same in both groups, 
which prevented detection bias. Finally, we did not 
observe losses that could have reversed the observed 
difference in the outcome between groups (there was 
no transfer bias). 

Regarding the test used (topic developed in Part 
IV of this series on clinical research), the chi-square 
shows the comparison of a nominal outcome variable 
between two groups, such as the presence or not of 
nosocomial pneumonia.

On the other hand, although the absence of a 
difference between the presence of diverse charac-
teristics and the treatment group was demonstrated 
(chi-square test), a multivariate adjustment for the 
effect of the turn-mob program would have been 
attractive, due to the multiple characteristics of the 
baseline state and the co-maneuvers that could have 
impacted on the outcome. In this case, the multiple 
logistic regression test would have been appropriate, 
since the outcome nominal.

As for the sample size (addressed in part V), 
the method used for its calculation is not men-
tioned; however, we should remember that this 
calculation is performed in order to obtain the 
required number of patients to demonstrate that 
an expected difference between two groups is real 
and not by chance. In this case the observed clini-
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cal difference of 12.6 % versus 26.8 % was statis-
tically signi  cant and thus, we can assume that it is 
real, since the probability of it being due by chance 
is lower than 5 % (p < 0.05). And even when the cal-
culations are not described, with the incidence of 2 to 
23 % mentioned in the introduction, we can estimate 
that the highest value was used and a direct reduction 
of about 15 % was considered, which yields a sample 
size between 90 and 103 subjects per group (Fleiss-
Kelsey formula) and if we add 20 % to this, we obtain 
a value around the 225 subjects included in the study 
(sample size estimation for proportions difference).

Finally, in general, direct differences greater 
than 10 % or an NNT 10 (CI-VI) were considered 
clinically relevant. In this case, the difference was 
14.2 and the NNT consisted of 7.04 patients (which 
rounded is equivalent to 8) to see the bene  t in one. 
With these results, we can clearly conclude that it is 
clinically relevant.

Conclusions

We cannot rule out the presence of a performance bias 
where the usual treatment would had not been carried 
out, in which case the conclusion would not be that 
the turn-mob program is better than usual mobiliza-
tion performed by nursing staff, but rather it would 
have to be concluded that the program turn-mob in a 
post-ischemic stroke patient is better than no rotation 
or mobilization. On the other hand, we cannot iden-
tify whether the turn-mob program retains its bene  t 
in different severity strata, since no strati  ed analysis 
was performed and no adjustment was made through 
a multivariate analysis; probably, these analyses were 
not performed due to the sample size, since 44 nosoco-
mial pneumonia cases are insuf  cient when stratifying 
or adjusting. As we can see, every study has errors and 
yet, there is valuable information; however, to weigh 
it, is essential to have some notion on clinical research.
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IX. From Clinical Judgment 
to Clinical Trial

Juan O.  Talavera, Rodolfo  Rivas-Ruiz

This article was originally published in Rev Med Inst Med Seguro Soc 
2012; 50 (3): 267-272 and it has been reviewed for this issue.

Two strategies are described, intended to understand causality and doc-
umenting it with the best evidence: the clinical judgment and clinical trial. 
In the  rst one, the baseline state, the maneuver and the outcome are 
identi  ed, each one with characteristics showing the complexity of the 
causality phenomenon, whose control allows for systematic errors to be 
prevented: in the baseline state, inadequate assembly and susceptibility 
bias; during the application of the maneuver, the performance bias; in 
the outcome measurement, detection and transfer biases. In the clinical 
trial, the tactics that try to isolate the effect of the principal maneuver 
from that of other components of the causality phenomenon —previ-
ously described in the clinical judgment section— are mentioned. For 
that purpose, the opportunity for the maneuver to be manipulated, and 
the temporary nature of the causal relationship are used. Its character-
istics include allocation and blinding of the maneuver, feasibility of its 
early interruption, the analysis according to the adherence to the maneu-
ver, the groups to be compared, the transient nature of the comparative 
maneuver and the informed consent. When the physician applies this 
knowledge in a conscious and structured manner with his/her patient, 
he/she improves his/her ef  ciency and brings medical practice closer to 
clinical research.  

Key words
clinical trial
bias

In “Clinical Research III” of this series, clinical rea-
soning (clinical judgment) was addressed as a logi-
cal model to explain the phenomenon of causality, 

which was previously described by Dr. Alvan Feinstein 
in his books Clinical Biostatistics and Clinical Epide-
miology. The Architecture of Clinical Research. Accor-
ding to Dr. Feinstein, every sensible physician should 
know this reasoning. We dare saying that not only 
every sensible doctor knows it, but applies it during 
his/her clinical practice as well. However, sometimes 
doctors fail to do it consciously and, consequently, in 
a structured way. Similarly, in number I of this series, 
research designs were mentioned as a strategy to obtain 
evidence of such causality. Among them, clinical trials 
provide the highest quality evidence.

The present article shows these two strategies for 
explaining and documenting the phenomenon of causa-
lity and tries to show them in parallel, in such a way that 
based on one, the reason for the other is easily understood: 

• Clinical judgment, or clinical reasoning/architec-
ture of clinical research, as a phenomenological 
description of clinical research.

• Clinical trial, as the design that offers the highest 
quality of information during the clinical research 
process, by attempting to control or at least to docu-
ment the involvement of every component within 
the causality phenomenon.

Clinical Judgment

In order to explain the causality phenomenon, the base-
line state, the maneuver, and the result (and its cha-
racteristics) are described, as well as  ve sources of 
systematic error that can arise if they are overlooked: 
two in the baseline state, one during the execution or 
measurement of the maneuver and two in the outcome.

Sources of Error in the Baseline State (Figure 1)

a) Inadequate assembly. Usually occurs when com-
ponents of the diagnostic demarcation are omitted. 
It is de  ned by the population place of origin, the 
diagnostic criteria and the selection criteria.

b) Prognostic susceptibility bias. Generally observed 
when the prognostic strati  cation is omitted. In it, 
all the factors present at the baseline state that may 
impact on the outcome must be considered, regard-
less of the effect of the maneuver.

Sources of Error in the Maneuver (Figure 2)

a) Performance bias. Usually occurs when the 
different components are not considered in order 
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Figure 1 Characteristics to be considered in the basal state to prevent an inadequate assembly and susceptibility bias
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M
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Figure 2 Characteristics to be considered in the maneuver to prevent performance bias

for the maneuver to have optimum power and, 
therefore, the quality of the maneuver turns out 
being de  cient; it also occurs when those actions 
accompanying it before, during or afterwards 
are not considered, and which are known as co-
maneuvers or peripheral maneuvers. In addition, 
the comparability of the maneuver has to be spe-
ci  ed (ef  cacy, effectiveness and ef  ciency), 
as well as the multiplicity of maneuvers and 
the temporary concurrence of the comparative 
maneuver.

Sources of Error in the Outcome (Figure 3)

a) Detection bias. Uneven identi  cation of the 
outcome, either by diagnostic suspicion or uneven 
number of outcome assessments between groups.

b) Transfer bias. Patients lost to follow-up not due 
to random effects. The 20 % sample size increase 
does not solve the problem when losses are asso-
ciated with the maneuver; it simply maintains data 
stability in order for the power of the test to be pre-
served during the statistical analysis.
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Figure 3 Characteristics that have to be considered in the outcome to prevent diagnostic detection and transfer bias
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Figure 4 Clinical trial characteristics

Clinical Trial

Clinical trials allow for information to be obtained 
with such quality that it attempts to isolate the result 
provoqued by the principal maneuver on the baseline 
state and controls for components that may participate 
in the outcome or provoque a biased assessment of it. 

Clinical trials, unlike observational studies, allow for 
the maneuver to be manipulated, which confers dis-
tinctive characteristics to it. 

Among the characteristics accompanying the 
maneuver, either in an immediately previous period, 
during or in a subsequent period, the following are 
exclusive of clinical trials (Figure 4):
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• Maneuver assignment: is the distinctive characte-
ristic between the clinical trial and other designs, 
since only the clinical trial offers the opportunity 
for the maneuver to be assigned. Random assign-
ment of the maneuver attempts to generate groups 
with similar baseline conditions between the diffe-
rent maneuvers (to avoid prognostic susceptibility 
bias), thereby preventing discrepancies that might 
later be the cause of outcome differences. Even 
though this is a highly popular strategy, it does not 
prevent the presence of the “trans-strati  cation” 
phenomenon, nor does it specify the impact of the 
maneuver on different prognosis strata (see “Cli-
nical Research III”). This phenomenon can be pre-
vented if a randomization by strata is performed, 
provided the analysis of the results is carried out 
within each stratum and not just globally. Simi-
larly, randomization has other functions such as 
compliance with the ethical principle of offering 
each individual the same opportunity of receiving 
the experimental maneuver, and the possibility 
that subjects with similar maneuver adherence 
probabilities are assigned to each treatment arm 
(to avoid performance bias) and similar probabi-
lity of dropping out from the study (which reduces 
the transfer bias). Finally, it is worth mentioning 
that randomization facilitates the blinding of the 
maneuver. This is how the maneuver reduces the 
probability of biases that are distinctive of the 
baseline state, the maneuver and the outcome.

• Blinding of the maneuver: this strategy seeks pri-
marily to prevent the involvement of subjectivity 
in the assessment of the outcome (in order to avoid 
detection bias). It is subdivided in three categories 
depending on who does not know the treatment 
maneuver within the research process:

a) Single-blind: this is considered when the patient igno-
res which treatment he/she is receiving, i.e., doesn’t 
know to which maneuver he/she was assigned.

b) Double-blind: when the patient and the investiga-
tor do not know the treatment arm.

c) Triple-blind: when the patient, the investigator 
and the one who analyzes the data do not know 
the treatment arm.

In addition to this, when the form of delivering a 
drug is different (e.g., drug a is administered twice-
daily and drug b thrice-daily; or drug a is orally 
administered and drug b intramuscularly), or when 
the physical appearence of the drug is different (drug 
a, blue pill; drug b, yellow) a double simulation is 
used (double-dummy); for example, if the patient 
receives drug a only twice a day and drug b three 
times a day, three drug b placebos will have to be 

added to drug a, which have to be taken the same 
way three times daily and two drug a placebos will 
have to be added to drug b, which have to be taken 
twice daily.

• Early interruption: clinical trials may be inte-
rrupted for two inherent reasons to the treatment: 
early difference between groups in the pri-
mary outcome, provided there is no probability 
of such differences to be lost once the sample 
or the follow-up are completed; and due to the 
presence of adverse events, above the upper 
limit of the 95 % con  dence interval, estimated
according to the corresponding sample size or 
follow-up period.

• Analysis according to adherence to the maneu-
ver: hardly a clinical trial with a follow-up period 
exceeding a few days ends with an adherence of all 
participants to the maneuver of at least 80 % (e.g., 
taking the drug at 80 % of the doses). In general, 
non-adherent patients are expected to be similar 
in number and characteristics —at baseline and in 
peripheral maneuvers— between treatment groups; 
similarly, subjects lacking adherence are expected 
to have similar characteristics to those reaching the 
end of the study with adequate adherence. Thus, 
assuming a random lack of adherence between 
groups, data are analyzed using two strategies:

a) Intention to treat (ITT) analysis, which is charac-
terized for including in the outcome assessment 
both those subjects who complied with an ade-
quate adherence (  80 %) and those who did not 
(< 80 % adherence). 

b) Per-protocol analysis, when the decision consists 
in including in the analysis only data from sub-
jects with a  80 % adherence.

In the intent-to-treat analysis, a decrease in diffe-
rences between treatment groups is usually obser-
ved, whereas in the per-protocol analysis, that what 
could be the real difference between the maneuvers 
is usually preserved, provided losses have been ran-
dom; otherwise, one of the groups might end up being 
favoured (let’s imagine that those subjects with more 
adverse events are not adherent and that these are 
differentials between the maneuvers, or that the sub-
jects with better or worse response to the treatment are 
not adherent and that the response was also differen-
tial between the groups; if this occured, performance 
bias would be present) .

Other non-exclusive characteristics to clinical 
trials, since they can also be considered in observatio-
nal studies, include the following (Figure 4):
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Figure 5 Clinical trial characteristics in parallel to clinical reasoning

• Groups to be compared. It is important assessing 
which is the comparator of the principal maneuver, 
since depending on this, clinical trials have been 
classi  ed in ef  cacy, effectiveness and ef  ciency 
studies:

a) Ef  cacy: when the active maneuver is compared 
against placebo or against nothing. This compari-
son tries to demonstrate that the active maneuver 
works better than doing nothing or just giving a 
placebo

b) Effectiveness: represents the comparison of the active 
maneuver with a standard treatment; therefore, it 
tries to demonstrate the superiority of a maneuver 
against another. This study must be weighed carefu-
lly, since not  nding any signi  cant differences does 
not mean that the maneuvers are equal or equivalent. 
If that what is sought is to demonstrate equivalence, 
the sample size will have to be estimated for a maxi-
mum difference of about 3 %. If that what is looked 
for is non-inferiority, a maximum difference of 9 % 
will have to be considered.

c) Ef  ciency: it refers not to a comparison, but to the 
impact of the maneuver once it is applied in the 
community.

• Transient nature of the comparative maneuver. In 
most cases, clinical trials comparing two or more 
maneuvers have the virtue of doing so within a 
time schedule and, consequently, with simulta-
neous (in parallel) application of the maneuver. 
Other different comparison modality are the cros-
sover studies, where the maneuvers to be compared 
are carried out on successive periods and alterna-
tely in each one of the subjects under study; the 
big advantage is that the subjects to be compared 
are the same and, therefore, the remaining varia-
bles outside the principal maneuver are identical; 
however, these studies have some problems, such 
as: 1) the carry-over effect, in which when intro-
ducing the second maneuver, the subject’s basal 
conditions have changed by the action of the  rst, 
or 2) when the disease has changed by itself during 
the period of time of application between the  rst 
and the second maneuver. On the other hand, this 
type of design is typical in stable pathologies with 
minimum changes expected in the scheduled study 
period (where after removing the  rst maneuver 
the subject actually returns to the previous baseline 
state) and in cyclical pathologies (whose behavior 
is practically the same at each cycle).
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When comparing different maneuvers at the 
same time or at very close periods, diagnostic condi-
tions of the pathology under study are expected to be 
similar, and the possibility of accessing to periphe-
ral maneuvers to be alike; in this way, the possibility 
that the differences between therapies are not due 
to differences in diagnosis (susceptibility bias) or in 
accessibility to peripheral maneuvers (performance 
bias), or in diagnostic criteria (inadequate assem-
bly), or in outcome assessment criteria (detection 
bias) is avoided. Finally, we should mention that in 
a clinical trial, the baseline conditions and follow-
up time of subjects included and randomized to one 
therapy or another is the same.

• Informed consent. Since in all cases the maneuver 
will be assigned, even if it entails a minimal risk, 
ethical principles of research in human beings 
must be protected. (Therefore, the principles that 
must be considered to safeguard the rights and 

wellbeing of patients participating in research pro-
jects will be highlighted.)

Conclusions

Identifying and mentally organizing the details of the 
causality phenomenon during the clinical course of a 
disease, and knowing the reasons of the distinctive char-
acteristics of a clinical trial, allows for the bond of clini-
cal practice with clinical research to be understood and, 
consequently, it facilitates a reasoned and structured bidi-
rectional exploitation of both for the bene  t of patients. 
It is important to note that, as mentioned by Dr. A. Fein-
stein, the people more used to the handling of causality is 
the clinician, since everytime he assigns a maneuver to a 
patient he/she is applying this knowledge and skills, and 
that doing it in a conscious and structured way, undoubt-
edly will improve his ef  ciency and will bring medical 
practice closer to clinical research (Figure 5).
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After the clinical trial, the second research design with the best quality of 
information is the cohort. Although the possibility of randomization of the 
maneuver is not available, there is the opportunity of having the subjects 
followed over time. Any research that tries to explain the causality fenom-
enon is at risk of incurring biases; however, the cohort studies distinctive 
features try to avoid them. Its main characteristics are: 1 being obser-
vational, situation where the investigator only measures the presence 
of the maneuver, which is a characteristic that divides the subjects into 
exposed and non-exposed; 2 being longitudinal, which offers the oppor-
tunity to follow the subject over time, documenting the time-sequence of 
appearance of the causality phenomenon components; 3 measurements 
have directionality, which generates the existence of prolective, retrolec-
tive and retro-prolective cohorts (the  rst are the ones with the highest 
quality, since they perform a real-time measurement of the variables of 
interest; 4 being comparative.

Key words
cohort studies
follow-up studies
longitudinal studies
prospective studies
retrospective studies

The cohort study is characterized for the follow-
up of a group of subjects with similar charac-
teristics over time. After the clinical trial, this 

is the second research design with the highest qual-
ity in the collection of information. Although there 
is no assignment of the maneuver that characterizes 
the clinical trial, there is the opportunity of having 
the subjects followed over time and, consequently, 
with the consistency of having the maneuver mea-
sured before the onset of the outcome (observational 
maneuver, since it is not assigned by the investigator 
—also known as “measuring the exposure”—).

It is important to mention that any research study 
that attempts to explain the phenomenon of causality 
is at risk of generating biases, either when de  ning 
the baseline state (by inadequate assembly and sus-
ceptibility bias), during the maneuver (performance 
bias) or when measuring the outcome (detection bias 
and transfer bias), as shown in Figures 1a, 1b and 1c, 
previously described in “Clinical Research III” and 
“Clinical Research IX” from this same series. How-
ever, the characteristics of the cohort studies try to 
avoid them.

Main Characteristics (Table I)

Exposure to the Maneuver

This is an observational study and, hence, the 
researcher is able only to measure the exposure to the 
maneuver, unlike the clinical trial, where the investi-
gator assigns it.  It should be mentioned that, although 
the clinical trial is the ideal design for assessing a 
therapeutic maneuver, its assessment by means of 
observational studies such as cohort studies is cur-
rently accepted (the effect of a drug prescribed by 
someone other than the investigator can be assessed, 
for example, phase IV trials). It even happens to be 
the ideal model when trying to assess a maneuver that 
cannot be assigned by the investigator due to ethical 
issues.

It is important to mention that the maneuver 
divides the cohort into the groups to be compared; at 
their baseline state, the subjects comprise the cohort 
as a single group sharing similar characteristics and, 
with the principal maneuver, they are distributed into 
exposed and unexposed. The effect of the main vari-
able on the baseline state to generate the outcome 
shall be estimated, always adjusting for confounders 
that may be present at the baseline state (inadequate 
assembly and susceptibility bias) or during the action 
of the principal maneuver (performance bias). In a 
clinical trial, random assignment of the maneuver 
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Figure 1a Characteristics that have to be considered in order to prevent an inadequate assembly and susceptibility bias
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Figure 1b Characteristics that have to be considered in order to prevent performance bias

tries to control the confounding variables, a possibility 
that does not exist in the cohort design; hence, possible 
confounding variables should be thoroughly measured.

Subject Follow-up

The second and most important feature of this design 
is its longitudinal nature, i.e., there is a follow-up of 
the subject under study, with the variable(s) of inter-
est being measured over time, so that change (e.g., 
glucose values) or the appearance of the variable of 
interest (e.g., infarction, death, adverse event) can be 
documented.

During the follow-up of the cohort, there is the pos-
sibility of including subjects in a similar moment within 
the clinical course of their condition —generally at the 
beginning, which is known as an inception cohort— 
and homogeneously following them during a previously 
established period, either until the end of the follow-up 
period or until the outcome. In these cases, the study is 
known as a closed cohort study, characterized by hav-
ing similar follow-up periods (Figure 2a). In contrast, 
there is the open or dynamic cohort, when the inclusion 
and exit of study subjects at different points during the 
clinical course of the disease is accepted, with follow-up 
periods being heterogeneous in this case (Figure 2b).



Talavera JO et al. From Clinical Judgment to Cohort Design

S66 Rev Med Inst Mex Seguro Soc. 2013;51(Suppl 1):S64-S69

a

b

A

100

Survival

Example:
20 subjects are lost 
in group b (b > a)
Actually, they had died 
(a > b, 70/100 [70%] 

Transfer bias
 Lost to follow-up

Detection bias
  Higher number of assessments in one group
  - Side effects
  - Dose adjustment
  - Pre-identification of the disturbance

Diagnostic suspicion

80/100
80 %

70/80
87.5 %

Figure 1c Characteristics that have to be to considered in order to prevent detection and transfer bias

Table I Characteristics of the cohort design 

Design Exp/Obs Long/Trans Prol/Retrol Comp/Desc Measure

Cohort Observational Longitudinal Prol/Retrol/Rp Comparative Incidence

The methodological approach considers four features: 1. Imposition or not of the maneuver for investigational purposes: experimental 
(Exp) or observational (Obs) study, respectively. 2. Patient follow-up (Long) or not (Trans) over time. 3. Directionality in the collection of 
information: prolective (Prol), retrolective (Retrol) and retro-prolective (RP). 4. Search or not of association between two or more variables: 
comparative (Comp) and descriptive (Desc), respectively. Measurement of outcome occurrence (Measure), either through incidence, 
prevalence, or simply the case-control ratio 

Due to the follow-up of the study subjects, there is 
a possibility for execution bias to occur if the maneu-
ver is not homogeneous and constant within each 
group and upon heterogeneous peripheral maneu-
vers between groups. Moreover, being a design that 
involves following subjects over time, the possibility 
of losing them is elevated, which provokes a transfer 
bias. Finally, it should be mentioned that particularly 
in dynamic cohorts, inadequate assembly or suscep-
tibility bias can be induced when including subjects 
with less or more likelihood of suffering the outcome; 
for example, when only survivors are included in 
periods subsequent to the baseline (survivor cohort).

Directionality in Measurements

The third characteristic of cohort design is the direc-
tionality in the measurement of information, which 

results in what we know as prolective cohort study 
(prospective), historical cohort or retrolective cohort 
(retrospective) and the ambispective or retro-prolec-
tive cohort (retro-prospective) (Figure3).

The prospective or prolective cohort is character-
ized by the measurement of baseline, follow-up where 
the maneuver is included and outcome characteristics 
in real-time and under previously established stan-
dards, which provides high quality to the collection of 
such information and, therefore, the assessment of the 
impact of the principal maneuver on the baseline state 
in order to generate an outcome is highly accurate.

In the measurement of the main maneuver and 
other variables involved in the phenomenon of cau-
sality (confounding variables), there are multiple pos-
sibilities likely to be generated, such as measurement 
using criteria as speci  c as desired or measuring 
the degree of exposure to it, either at baseline state 
or during the follow-up —simulating adherence in 
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the case of the principal maneuver (which prevents 
performance bias)—. Prediction and measurement of 
possible maneuvers that may lead to confusion allow 
for adjustments to be made, either at the baseline state 
(thereby avoiding susceptibility bias) or during the 
execution of peripheral maneuvers (in order to avoid 
performance bias). Finally, objective, speci  c and 
homogeneous measurement of the absence of the out-
come at the baseline state and the occurrence thereof 
during follow-up or at study termination prevents 
an inadequate assembly at the beginning (when the 
outcome was already present in an early form at the 
beginning of the study) and subsequently, the detec-
tion bias.

In order to simulate the blinding of the maneu-
ver, typical only of clinical trials, in the cohort study 
the measurement of variables at the baseline state 
is expected to have been performed by staff that is 
independent to those who assess the exposure to the 
maneuver and, in turn, that both these are indepen-
dent from those assessing the outcome. The advan-
tages offered by early planning of events within the 
causality phenomenon are only characteristic of 

prolective cohort studies and clinical trials. Thus, 
among observational studies, the prolective cohort is 
the model with the highest quality in the collection of 
ideal data for assessing causality.

The historical or retrolective cohort does not 
allow for the maneuver impact to be measured with 
the same accuracy as the prolective cohort, since no 
variable is measured in real-time in any of the compo-
nents described in the architectural design —reason-
ing or clinical judgment—. In the historical cohort, 
the population selected to be assessed has already 
been exposed to the variable of interest and has 
already suffered or not the outcome, with the follow-
up period having concluded. However, although no 
component can be measured in real-time, there must 
be speci  c criteria for each variable to be measured, 
but own and expectable in a routine clinical record. 
During the planning of the study, the researchers 
must have speci  ed criteria for each variable to be 
measured and strategies to improve the quality of the 
information. One of these consists in fragmenting 
the clinical record into three sections: one that cor-
responds to the baseline state, other to the exposure 
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metabolic sx.

30-minute daily exercise

30-minute daily exercise
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adolescent Entry and exit of study participants 
Its members can enter and exit in different 
periods; therefore, they may have heterogeneous
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Participants enter or exit the cohort when 
they meet criteria, incorporating 
the person-years contribution
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a = Prolective cohort: all variables, either from the baseline state, from exposure to the maneuver or from the outcome, are measured in real-
time. b = Retrolective cohort: measurement is performed when the follow-up period is over and the outcome has happened; consequently, 
exposure to the maneuver, baseline conditions and outcome are not measured in real-time. c = Retro-prolective cohort, is a combination: basal 
conditions already occurred, exposure to the maneuver has occurred entirely or for a partial period, but the outcome has not yet occurred and, 
therefore, it is measured in real-time

Figure 3 Type of cohort according to directionality of variables 

to the maneuver and other to the measurement of the 
outcome, so that each block of information can be 
reviewed independently (similar to that described in 
the prospective cohort). Although this strategy has 
the great disadvantage that some of the information 
may not be found in the clinical record or its qual-
ity may be questionable, the historical cohort shows 
what happens in real practice; therefore, when assess-
ing a therapeutic maneuver, the result is closer to that 
what will happen once it is applied in the population, 
unlike to what happens with the clinical trial or the 
prolective cohort, without the effect of surveilance 
and thoroughness in measurements or follow-up of 
the subject.

 Search for Association

The fourth characteristic of the cohort design is 
the search for association. Actually, at present few 
descriptive studies are performed; however, every 
study describes the characteristics of its popula-

tion in the  rst paragraph of the results. The cohort
is a comparative study, either because it compares the 
study subjects’ exposure with different maneuvers or 
with the change or appearence of some characteristic 
over time.

Comments

It is important to emphasize at what moment the 
assembly of the population occurs in cohort design, 
since it is one of the characteristics that clearly differ-
entiates this study from other observational designs. 
In the cohort, the population enters at the baseline 
state, regardless of the directionality of measure-
ments. For instance, if we are dealing with a prospec-
tive cohort of patients with type 2 diabetes mellitus 
and we want to follow them for 10 years, every newly-
diagnosed patient with the disease in a speci  c popu-
lation who meets the selection criteria will be able to 
enter and will be followed for 10 years, with variables 
being measured in real-time. But if we have a ret-

Directionality in the collection of information

Baseline state Result

Maneuver

a

b

c
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rolective cohort (historical), every patient belonging 
to the population of interest that 10 years ago or more 
was diagnosed with type 2 diabetes mellitus, and that 
at that time ful  lled the selection criteria, will be able 
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to enter and will be followed in his/her records from 
that time until the follow-up time is covered or until 
the onset of the outcome; clearly, in that case vari-
ables will not be measured in real-time.
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XI. From Clinical Judgment 
to Case-control Design
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The case-control design, just as the historic cohort, is loaded with a 
series of potential biases resulting from reconstructing the facts once 
the outcome has occurred, in addition to biases generated by the selec-
tion of the control group. It is characterized by having a series of cases 
for which a comparative group (controls) is identi  ed. That is, it goes 
from the outcome to the cause and, consequently, facts must be recon-
structed in the opposite sense as to the way the causality phenomenon 
occurs. Nevertheless, architectural design will have to be borne in mind 
and in each section —baseline state, maneuver and outcome— those 
features necessary to demonstrate the effect of the maneuver will have 
to be considered, thus preventing an inadequate assembly and the sus-
ceptibility, performance and detection biases. Transfer bias can only be 
controlled by having a de  ned population, either based on general popu-
lation or nested in a cohort. When a de  ned population is not available, 
this design is recommended only for rare diseases.     

Key words
case-control studies
clinical trial

Although the case-control study is appar-
ently a simple design for solving questions, 
it is without any doubt the most complex. 

Like the historical cohort, it is loaded with a series of 
potential biases resulting from the reconstruction of 
the events preceding the outcome, in addition to the 
biases in the selection of the control group. Therefore, 
this design should be considered only in cases where 
answering the clinical question through a clinical trial 
or a cohort study is not possible.

The collection of the information required to 
document the causality phenomenon —described 
under the concept of research architecture or clini-
cal judgment (Figures 1, 2 and 3)— is carried out, in 
ideal conditions, by means of a clinical trial, whose 
most important characteristic is the assignment of 
the maneuver (experimental). When this design is 
not possible, the cohort is used, which preserves the 
opportunity of following the study population over 
time, with the possibility for the maneuver to be 
documented before the outcome occurs (longitudi-
nal). However, the case-control design will have to be 
considered if the uncommonness of the phenomenon 
being analyzed, the dif  culty to complete the sample 
size or the relevant use of resources, force to do so. 

This design is characterized by having a series of 
cases for which a control group (comparative group) is 
identi  ed. Unlike the clinical trial and the cohort study 
—where the maneuver is assigned (experimental) or 
identi  ed before the outcome (observational) and a 
follow-up is conducted until its assessment (longitudi-
nal)—, the case-control study tries to reconstruct the 
effect of the maneuver once the outcome has occurred 
(for the cases) or its absence documented (control 
group) (Figure 4). That is, it starts from the outcome 
and the information is reconstructed in the direction of 
the probable cause (  gure 5); this design requires for 
the facts to be reconstructed in the opposite sense as to 
the way the phenomenon of causality occurs.

Main Characteristics

Case-control design has limits in documenting infor-
mation, which are similar to those in historical cohort 
studies (Table 1) and, as a consequence, biases are 
similar.

Exposure to the Maneuver

This is an observational study that only measures 
the exposure to maneuver. Unlike cohort studies, the 
maneuver here does not divide the subjects in two 
groups (in the cohort, exposed and unexposed), but 
identi  cation of exposure is part of the fact of being a 
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Maneuver a

Maneuver bBaseline state

Outcome

Outcome

Inadequate 
assembly
Diagnostic 
demarcation
- Selected 
  population
- Diagnosis 
  definition
- Selection 
  criteria

Prognostic susceptibility bias

Prognostic stratification
- Chronometric
- By status 
- Clinical
- Morphological 
- By comorbidities 
- By socioeconomic and cultural strata
- By lifestyle

Figure 1 Characteristics that have to be considered in order to prevent an inadequate assembly and susceptibility bias

A
Disease

I

II

III

 
- Optimal dose
- Complete and on time treatment scheme
- Correct application

Adequate application of the maneuver (quality)

Performance bias

 Equal and adequate pre-established peripheral maneuvers
- Preparation for principal maneuver (before)
- Management accompanying principal maneuver (during)
- Post-principal maneuver management (after)

Adverse event management
- Therapies likely to impact on the outcome

Life/death

M

Figure 2 Characteristics that have to be considered in order to prevent performance bias

case or a control, which causes that within each one 
of these groups (cases or controls) a subgroup is gen-
erated of exposed and unexposed subjects (Figure 5).  
Documenting the effect of the principal maneuver in 
case-controls studies —conversely to what happens 
in clinical trials, where baseline conditions and co-
maneuvers are controlled and the principal maneuver 
is randomly assigned— implies recording all pos-
sible confounding variables present at the baseline 
state (susceptibility bias) or how do co-maneuvers 
participate (performance bias).

Subject Follow-up

Some authors consider case-control studies to be lon-
gitudinal when records exist prior to the outcome, 

both for cases and for controls. However, it is dif  cult 
for this to happen, except for vaccine records, which 
are kept in the entire population, or when the study is 
performed in a cohort; in these situations, the quality 
of evidence will be higher, since exposure measure-
ments will be known before the outcome appears.  

In most cases, the reconstruction is made using 
interviews, whereby the record of what happened 
with the exposition and the outcome is simultaneous 
(transversal). This way of getting information is com-
mon when the control group members are related to 
the cases or when they agree to participate in the trial 
by telephone or Internet; this can even happen with 
hospital controls, although in these, information can 
occasionally be reconstructed longitudinally if previ-
ous records are available. Obtaining information in a 
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a

b

100

Survival

Example:
20 subjects are lost in group 
b (b > a)
Actually, they had died 
(a > b, 70/100 [70%]) 

Transfer bias
 Lost to follow-up

Detection bias
  Higher number of assessments in one group

- Side effects
- Dose adjustment
- Pre-identification of the disturbance
Diagnostic suspicion

80/100
80 %

70/80
87.5 %

Figure 3 Characteristics that have to be to considered in order to prevent detection and transfer bias

Smoking +

Smoking -

AMI

Without AMI

First, a series of cases is identified (AMI = acute myocardial infarction) 
and a control group is selected (without AMI)

Figure 4 Case-control studies. Case identi  cation and control selection

cross-sectional form may produce biases due to poor 
data quality in all components of the causality phe-
nomenon (baseline state, maneuver, outcome), com-
monly due to differential recall between the cases 
group and the control group members. 

Directionality in Measurements 

The case-control design is retrolective (retrospective).  
Unlike historical cohort —which is also retrolective, 
but whose population assembly is made based on the 
baseline state—, population assembly is made on the 
basis of the outcome (either case or control). That is, 
at best, the quality of information depends not only 

on its previous collection with purposes other than 
the objective of interest (e.g. the vaccination record 
was not designed thinking on further evaluating its 
association with any pathology and, similarly, a lot of 
confounding variables were ommited), but also trans-
fer biases in a cohort of survivors (in a population 
de  ned according to the baseline state, it is possible 
to include both alive and dead cases and alive and 
dead controls). 

Search for Association

The search for a control group for a series of cases is 
always carried out attempting to establish associations.
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Smoking +

Smoking -

Smoking +

Smoking -

AMI

Without AMI

The presence or not of exposition to the factor of interest is documented. Starting from the outcome, probable cause is tried 
to be identified 

Figure 5 Case-control study. Exposure documentation

Table I Main characteristics of the case-control studies 

Design
Observational/ 
Experimental

Longitudinal/ 
Transversal

Prolective/ 
Retrolective/

Retro-prolective

Comparative/ 
Descriptive

Measure

Cohort Observational Longitudinal Prol/Retrol/Rp Comparative Incidence

Case-control Observational Long/Cross Retrolective Comparative Case/control ratio

The methodological approach considers four features: 1. Imposition or not of the maneuver for investigational purposes: experimental or 
observational study. 2. Patient follow-up (longitudinal) or not (cross-sectional) over time. 3. Directionality in the collection of information: 
prolective, retrolective and retro-prolective. 4. Search or not for association of two or more variables: comparation or description. 
Measurement of outcome occurrence is determined by incidence, prevalence or case-control ratio 

Selection of the Control Group 

Selecting the control group is the most dif  cult pro-
cess in this type of design, and it can induce bias in 
all sections of the causality phenomenon, especially 
transfer bias.

Usually, the members of the cases group are 
selected among patients that in spite of being cared 
for in the same medical unit, they come from different 
geographical areas. They are pre-selected patients: in 
theory, they looked for medical care for different rea-

sons; then, they had to be assessed by at least one doctor 
before reaching the hospital; in addition, they have to 
agree to participate or not in the trial and meet a series 
of selection criteria. Thus, it is dif  cult to de  ne which 
population they come from or whom they represent.

De  ned Population

If the population where the cases come from is known 
and, in turn, it is clearly de  ned, the biggest dif  culty 
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of the study design is solved. This happens when the 
case-control study is population-based or when it ana-
lyzes a group nested in a cohort. In both situations, the 
total population where the cases come from is avail-
able and, evidently, this is where the controls will be 
selected from. It is even possible to determine which 
group the deaths (if any) correspond to. When the 
number of subjects in the population exceeds the size 
calculated for the sample, it is also possible to make a 
random selection of cases, as well as of controls.  

Given that generally in cohort studies the 
information of the population under analysis is 
documented —which was measured before the 
ocurrence of the outcome that will be examined 
in the case-control study—, errors are avoided in 
the documentation of such information. Cohort-
nested case-control studies have additional charac-
teristics: they usually are restricted to the analysis 
of elements of interest obtained during the initial 
assessment of the cohort (which would correspond 
to the baseline state from the case-control study), 
instead of addressing elements of the total cohort. 
This way, only the subjects who have developed the 
outcome and a control group are examined. This 
allows for resources to be optimized and to preserve 
the elements under study in the rest of subjects in the 
cohort (blood samples, tissues, etc.).  

Unde  ned Population or from a Secondary 
Source

Since it is common for a de  ned population not to be 
available, there are different strategies to obtain con-
trol subjects likely to belong to the same population 
of the cases. The most usual is to include neighbors or 
friends of the cases, individuals invited by telephone 
or Internet (previously identi  ed as coming from the 
same geographic region as the cases) and, in other 
occasions, hospital-based controls. Whichever the 
situation, usually there is a sub- or over-representa-
tion of the exposure that will alter the results.

Phenomenological Reconstruction of the 
Facts

Facts must be reconstructed according to the causal-
ity phenomenon, regardless of their own limitations 
on how the population is assembled (from outcome 
to exposure) and how the data are collected (retrolec-
tively and transversally). For this, a series of recom-
mendations exist:

• To clearly establish the criteria for integrating the 
population to be studied, applicable both to cases 

and controls (Figure 1). The questioning or search 
for information on records has to be transferred 
to the period that for each case or control would 
correspond to the baseline state, and the following 
should be attempted for the entire population: 

a) Restrict as much as possible the scope of the 
research only to subjects belonging to the same 
region.

b) De  ne the diagnostic criteria, i.e., the popula-
tion to be analyzed.

c) De  ne the selection criteria, i.e., requirements 
to be met by subjects in which the outcome has 
not occurred or, if the interest is to assess its 
progression rather than its manifestation, in 
those in which it still is incipient. Although 
this might sound obvious, care should be taken 
to avoid that these criteria do not include sub-
jects with indication or contraindication for 
the maneuver, but do include those in which 
the outcome is likely to occur. It is important 
to remember that the baseline state, even in the 
group of cases, must be free of the outcome. In 
fact, criteria are equal for both.

• Document all baseline state variables that are 
likely to modify the effect of the maneuver on the 
outcome, or that regardless of the maneuver con-
tribute to the onset of the outcome (Figure 1).

• Clearly de  ne the exposure and, if possible, grad-
uate it for magnitude and time, as well as for all 
possible co-maneuvers (Figure 2).

• Specify the criteria de  ning the case and the con-
trol.

• Try to select recently diagnosed cases, in order to 
ensure that the exposition to the maneuver has not 
been modi  ed after the diagnosis.

• Determine which will be the documentation 
sources to obtain data for the cases. These must be 
the same as for controls (  gure 3).

• Standardize the way to reconstruct the informa-
tion for both cases and controls, whether based on 
previously obtained data or by means of question-
ing. It would be erroneus obtaining the informa-
tion for the cases from the record and for controls 
by means of questioning.

• Assign the tasks of facts reconstruction to differ-
ent people. Ideally, those who obtain the baseline 
state information should have no contact with 
those documenting the exposure to the maneuver 
and, in turn, both should be different of those who 
document the outcome.

• Obtain the information in the order at which the 
causality phenomenon occurs (baseline state, 
maneuver and outcome).
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Comments

Without a doubt, in addition to the mentioned errors, 
the reconstruction of events based on the outcome 
entails transfer biases, since in cases and controls only 
survivors are usually assessed.

It is advisable to avoid the case-control design 
as a strategy to document the causality phenomenon 
when the answer can be obtained by means of a clini-
cal trial or a cohort. What this design has in common 
with the other research designs is that it is only a tool 
to document the causality phenomenon; therefore, 
the most important suggestion is to always maintain 
the mental structure of clinical judgment, by means 
of which three well-known elements are conceptual-
ized: a baseline state where the distinctive characteris-

tics of a group of subjects lead to their distribution in 
sub-groups according to their likelihood to suffer the 
outcome even before the exposure to any maneuver 
(prognostic demarcation); a principal maneuver with 
characteristics of its own, accompanied by a series of 
actions around it (co-maneuvers); and measurement of 
the changes in the baseline condition or the onset of 
new characteristics, known as the outcome.

That phenomenological structure, usual for clini-
cians —clinical judgment/research architecture— is 
universal and is not modi  ed by the way the informa-
tion is obtained, either in a clinical trial or an observa-
tional study. When performing a structured evaluation 
of an article or when trying to answer a question by 
means of a research study, the causality phenomenon 
should always be thought of from the clinical point of 
view. 
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A longitudinal study, whether it is a clinical trial or a cohort study, has the 
virtue of following the logical sequence in which the components of the 
causality phenomenon occur. However, in a cross-sectional study, this 
logical sequence does not exist and it is consistent with the measurement 
of the three components (baseline state, maneuver and result). “Clinical 
judgment” helps us to arti  cially reconstruct these components in the time 
sequence in which they occurred. However, the way in which the popula-
tion is assembled and how the information is obtained —cross-sectional-
wise and retrolectively— entails the risk of producing biases. Although 
the use of cross-sectional survey in order to associate a maneuver with 
a probable outcome is dif  cult and often generates errors (especially 
when pathological phenomena are studied), it is extraordinary to show 
the development of a healthy subject simulating a longitudinal study, 
as is happens when height and weight are estimated according to age; 
this type of design has been named “longitudinal cross-sectional study”.

Key words
cross-sectional studies
cohort studies
case-control studies
clinical trial

A longitudinal study, whether it is a clinical trial 
or a cohort study, has the virtue of following 
the logical sequence in which a phenomenon 

occurs (at a baseline state, the effect of a maneuver to 
generate an outcome is observed). In contrast, in a cross-
sectional study, this logical sequence does not exist, 
since at the moment of measurement the three compo-
nents coincide: baseline state, maneuver and result.

Architectural design (clinical judgment) helps us 
to arti  cially reconstruct the components in the time-
sequence they occurred. This way, in cross-sectional 
designs we can even make causality assessments, 
knowing full well the limitations and risks (Figures 1 
to 3). Cross-sectional designs include the case-control 
study and the cross-sectional survey.

The cross-sectional survey is probably the most 
widely used design in medical research. In general, 
except for the analysis of therapeutic maneuvers (in 
which the clinical trial design is generally used), most 
causality studies use the cross-sectional survey and 
only sometimes the cohort design, which is complex 
and costly due to the large population that must be 
followed during extended periods.

Cross-sectional survey is characterized for studying 
a speci  c population or a sample of such population 
with data being collected at the same time. That is, the 
information on the baseline state, the maneuver and the 
outcome is obtained retrospectively; when the analysis 
begins, the outcome and the exposure to the maneu-
ver have already happened. Thus, it is not possible to 
observe the study subject’s baseline conditions and 
their change over time. However, according to the phe-
nomenon of causality logical sequence, it is assumed 
that the outcome did not exist before the maneuver was 
applied. So, the intensity and length of exposure to the 
maneuver can also be reconstructed in order to estab-
lish the magnitude of its association with the outcome. 
Although all the components of the causality phenome-
non are measured at one time, the reconstruction of facts 
should be made following the logical time-sequence 
(Figure 4).

Exposure to the Maneuver

In cross-sectional survey only the exposure to the 
maneuver is measured, unlike the clinical trial, where 
the investigator assigns the maneuver. And unlike the 
historical cohort, where exposure to the maneuver has 
already been measured, even though with purposes 
other than research, in the cross-sectional survey, as 
in the case-control study, the quality of the maneu-
ver measurement is low. The status of the patient, at 
the moment of measurement, in  uences on the accu-
racy of data (whereby the effect or knowledge of the 
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Maneuver a
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Figure 1 Characteristics that have to be considered in the baseline state in order to prevent an inadequate assembly and susceptibility bias

I

II

III

 Adequate application of the maneuver (quality)

Performance bias

Equal and adequate pre-established peripheral maneuvers
- Preparation for principal maneuver (before)
- Management accompanying principal maneuver (during)
- Post-principal maneuver management (after)

Adverse event management
- Therapies likely to impact on the outcome

M

Disease Life/death

- Optimal dose
- Complete and on time treatment scheme 
- Correct application

Figure 2 Characteristics that have to be considered during the maneuver in order to avoid performance bias

outcome has some impact) and its distance from the 
components of the causality phenomenon (the longer 
the time since the exposure to the maneuver, the less 
accurate the information). The same happens with 
the measurement of variables that may confound the 
effect of the maneuver —conditions previous to the 
maneuver (baseline state) and conditions accompany-
ing the maneuver in its time (peripheral maneuver)— 
(Figure 2).

Subject Follow-Up

When the observation of the causality phenomenon 
components agrees with their time sequence (baseline 

state, maneuver and outcome), it allows for a series 
of errors to be predicted and prevented; however, this 
only happens in clinical trials and the cohort design. 
In the cross-sectional survey, the assessment of all 
components is simultaneous —which characterizes 
it as a cross-sectional study— and the time sequence 
is arti  cially reconstructed, but at the risk of placing 
the maneuver ahead of the outcome or measuring an 
assumed maneuver that in reality is a consequence of 
the outcome or a characteristic acompanying the out-
come (in a diabetic patient, for example, attributing 
hypertriglyceridemia to uncontrolled glycemia, when 
both can be a consequence of other factors). 

Although associating an outcome to a probable 
cause is dif  cult and errors are frequently generated, 
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Figure 3 Characteristics that have to be considered during the outcome measurement in order to prevent detection and transfer bias
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Figure 4 Arti  cial reconstruction of the causality phenomenon in the cross-
sectional survey

cross-sectional survey design is extraordinary for 
knowing the development of a healthy subject. The 
height and weight charts for children according to age 
and sex are an example. These charts were made with 
cross-sectional measurements of children of each gen-
der and different ages; subsequently, a cohort was sim-
ulated where the boy or girl’s size and weight changed 
according to life-years. This design is known as longi-
tudinal cross-sectional study and is suitable for show-
ing the development of the healthy subject, but does 
not allow for the natural history or clinical course of a 
disease to be known, since sicker subjects are lost over 
time and subsequent assessments only include survi-
vors, which renders for false results of the disease evo-
lution to be obtained. However, this design may be 
useful in diseases with low mortality, as long as the 
potential effect of the outcome on the measurement 
of preceding characteristics is controlled.

Directionality in Measurements  

Measurement of all the components of the causality 
phenomenon at the same time is in  uenced by the fact 
that exposure to the maneuver has occurred previously 
on certain baseline conditions, same as the outcome; 
i.e., measurements directionality turns the cross-sec-
tional survey into a retrolective (retrospective) study. 
Unlike the historical cohort (or retrolective cohort) 
—whose measurements directionality makes it also 
retrolective in nature—, where the record of facts was 
made sequentially as they went occurring longitudi-
nally, although for reasons other than research, the 
reconstruction of facts in the cross-sectional survey is 
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made at the same time, in such way that the temporary 
nature and magnitude of exposure to the maneuver 
and co-maneuvers, as well as the baseline conditions 
—those preceding the maneuver— will depend, most 
of the time, on the memory of the subject under study, 
which affects the accuracy of data and attributions of 
causality due possible biases in the baseline state, the 
maneuver and the outcome (Figure 4).

 Search for Association 

The search for causality will always imply compar-
ing regardless of the design. Similarly, cross-sectional 
survey involves comparing the effect of the maneuver 
of interest on the baseline state, against its absence or 
against the effect of other maneuvers.

Phenomenological Recreation of Facts

Being a cross-sectional and retrolective study, recom-
mendations are provided in order to reconstruct the 
facts as close as possible to the phenomenon of cau-
sality.

The process of gathering information should 
always begin with that what would correspond to the 
baseline state, speci  cally with the selection criteria, 
which must be the same for the entire study popula-
tion. Similarly, at the baseline state, all the character-
istics that might in  uence on the outcome should be 

documented, regardless of the maneuver or by interac-
tion with it. 

The characteristics of the maneuver and co-
maneuver should be de  ned as far as possible, as well 
as those of the outcome.   

It is necessary to try that among the subjects in 
whom the outcome of interest has occurred only those 
recently diagnosed are included, in order for the effect 
of the principal maneuver to be assessed on it and to 
reduce the probability of the outcome modifying what 
the maneuver could have been.

It is essential to take care that the structure where 
information is obtained is always the same and not to 
favor any tendency, in order for the subjects’ responses 
not to be biased.

Finally, the collection of information should be 
segmented, starting with the baseline conditions, con-
tinuing with the maneuver, and  nishing with the out-
come.

Comments

Even when cross-sectional designs (case-control and 
cross-sectional survey) are somewhat uncomfort-
able, much of the research used to solve the patients’ 
ailments comes from studies with these designs. 
Although the actual structure of the phenomenon of 
causality and the reconstruction of its components in 
the cross-sectional survey are arti  cial, they are logi-
cal and necessary when using clinical judgment.
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Clinical Research

XIII. Research Design 
in the Structured Review 
of an Article

Juan O. Talavera, Rodolfo Rivas-Ruiz

This article was originally published in Rev Med Inst Med Seguro Soc 
2012; 51 (1): 68-72 and it has been reviewed for this issue.

The quality of information obtained according to the research design 
is integrated to the structured review in accordance with the causality 
model. For example, it is used in the article “Reduction in the incidence 
of post-stroke nosocomial pneumonia by using the ‘Turn-mob’ Program”, 
whose design corresponds to a clinical trial. The aspects that have to 
be identi  ed and analyzed include ethical issues, which are intended to 
safeguard the safety and respect for the patient; the random assignment, 
intended to generate groups with homogeneous baseline conditions, 
comprised by subjects with the same probability of receiving any of the 
maneuvers being compared and with the same pre-maneuver likelihood 
of adherence to them and the same chances of dropping out from the 
study for causes other than the maneuver. Other aspects include the 
relativity of the comparison, the blinding of the maneuver, the applica-
tion in parallel of the comparative maneuver, the early termination and 
the analysis according to the degree of adherence. The analysis accord-
ing to research design is supplementary to that performed on the basis 
of the causality architectural model and statistical and clinical relevance 
considerations

Key words
research design
clinical trial 
causality
bias

This text integrates the structured review of 
an article (Figures 1 to 3 from part VIII of 
this series), the characteristics of the research 

design and the resulting quality of the obtained infor-
mation (parts IX and XII, also from this series).

We will use again the article “Reduction in the 
incidence of post-stroke nosocomial pneumonia 
by using the ‘Turn-mob’ Program” (published in J 
Stroke Cerebrovasc Dis. 2010;19:23-8), which aimed 
to demonstrate the ef  cacy of a mobilization program 
in bed in order to decrease the incidence of nosoco-
mial pneumonia in patients with ischemic stroke. The 
research design used was the clinical trial; therefore, 
we will analyze its characteristics (Figure 4) and 
integrate them to the example based on the causality 
architectural approach described by doctor Alvan R. 
Feinstein.

Design Characteristics. Clinical Trial

Ethical Aspect

Although the  rst aspect that has to be analyzed is 
the ethical one, in view of its extension and distinct 
nature, it will be discussed in other article.

Randon Assignment

An element that de  nes the clinical trial is the ran-
dom assignment. This is intended to generate groups 
with homogeneous baseline conditions in order to 
avoid susceptibility bias; to integrate in the groups 
subjects with the same probability of receiving any 
of the maneuvers being compared, and with the same 
pre-maneuver likelihood of adherence to them in order 
to avoid performance bias; to facilitate the blinding in 
the assessment of the outcome and, consequently, to 
reduce the diagnostic detection bias. Randomization 
also distributes the subjects between the groups with 
the same probability of dropping out from the study 
for causes other than the maneuver, thereby reducing 
transfer bias.

As for the Turn-mob program, it was randomly 
assigned and achieved balanced groups at the base-
line state, except for chronic pulmonary obstructive 
disease, which could have favored the experimental 
maneuver. Thanks to randomization, groups were 
generated with the same likelihood of adherence to 
the maneuver, although in this study, adherence to 
the standard maneuver was never veri  ed, whereby 
it is possible that it was total absence of mobility of 
the patient. As for the assessment of the outcome, it 
is not speci  ed if it was performed by a second asses-
sor without any knowledge of the group the patient 
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Figure 1 Characteristics that have to be considered at ba-
seline state: diagnostic demarcation (scope of research, 
stroke de  nition, selection criteria) and prognostic strati  -
cation (variables that impact on the outcome regardeless 
of the maneuver). In the Turn-mob program, although ran-
domization was able to balance groups characteristics, 

except for chronic obstructive pulmonary disease (COPD) 
—discretely higher in group b (14 versus 7 %, p = 0.088) 
and may impact on the  nal result—, it is not possible to ob-
serve the effect of each one of the maneuvers depending 
on different risk factors and, thus, the result must be attri-
buted mainly to average characteristics of the population 

belonged to. Finally, no losses are observed that 
might have caused transfer bias. 

Relativity of the Comparison

Although the Turn-mob program was planned as an 
effectiveness study by comparing the new against the 
standard maneuver, it could have turned out to be an ef  -
cacy analysis since the possibility exists for the compara-
tive maneuver to be precisely not applying any action. 

Blinding

Blinding of the maneuver was impossible in the Turn-
mob program and, although a second assessor of the 
outcome could have been promoted, this is not men-
tioned. Therefore, there was the likelihood of diagnos-
tic detection bias. 

Parallel Comparative Maneuver 

The requirement of performing a comparative 
maneuver in parallel (during the same calendar days) 
was covered and was met by preventing differences 
in the diagnostic or strati  cation demarcations (in 
order to avoid inadequate assembly and prognostic 
susceptibility biases), differences in accesibility to 
peripheral maneuvers (to avoid performance bias) 
and differences in outcome diagnosis criteria (which 
reduces the possibility of detection bias).

Early Termination

There was no presence of adverse events due to the 
maneuvers. Nor were there early differences in the 
outcome. Should events or differences have been 
present, these might have stopped the Turn-mob pro-
gram.

Population selection method 
Patient with acute neurological deficit, 
duration: more than12 hours in Emergency 
department or Internal medicine

Prognostic stratification: group a versus group b

Chronometric 72 and 74 years of age

BMI status Normal 18 versus 17 %; overweight 69.4 versus 70.5 %; Obesity 12.6 versus 12.5 %

Clinical  Motor deficit, hemiparesis 66.7 versus 75.9 %
  Hemiplegia 33.3 versus 24.1 %; aphasia 50.5 versus 40.2 %
  Sensory deficit: 56.8 vs. 40.2; nauseous reflex 82 vs. 79.5 %
  Glasgow score 15, 40.5 versus 32.1 %
  NIHSS score 2-7, 30.6 versus 32.1 %
        8-13, 41.4 versus 43.8 %
       14-18, 16.2 versus 17.9 %
       19-23, 11.7 versus 6.3 %

Morphological Cerebrovascular disease subtype
  Anterior circulation partial infarction 88.3 versus 90.2 %

Comorbidity  DM 50.5 versus 42 %; HBP 83 versus 84 %; COPD 7 versus 14 %; CVD 39 versus 40 %

Previous treatment Corticosteroids; antibiotic

Socioeconomic, cultural and habits = smoking 31 vs. 35 % and alcoholism 24 vs. 24 %

Post-stroke
III
II
I

Nosocomial 
pneumonia

a =  turn mob

b = usual

Diagnostic demarcation

More than 48-hour 
evolution

Not requiring ventilatory 
support

First vascular event

No clinical evidence 
of upper/lower RTI

No psychomotor agitation

Tomographic diagnosis 
of ischemic stroke 

Those developing RTI 
in the first 48 hours 
were excluded
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Diagnostic demarcation

Population selection method Peripheral maneuvers 
Intubation 7.2 versus 8 %
Enteral nutrition 19.8 versus 21.4 %
Intravascular catheter 3.6 versus 6.3 %

Prognostic stratification

Post-stroke Nosocomial 
pneumonia

III
II
I

Change of position and passive movements 
performed by a trained family member.
Verified by a rehabilitation technician

a =  turn mob

b = usual
change of position

applied by nursing staff

Figure 2 Characteristics that have to be considered during 
the application of the maneuver: quality of application of 
the principal maneuver (Turn-mob compared with usual 
position changes) and verifying that peripheral maneuvers 
are applied similarly in both groups. Although there was no 
difference in peripheral maneuvers, the application of the 
Turn-mob program was inicially standardized and veri  ed 

day by day. Conversely, usual treatment was never stan-
dardized or its aplication veri  ed on a daily basis; there-
fore, there is no guarantee that it was carried out; further-
more, when the patient was discharged to home, nursing 
support ceased to exist. This could represent more the 
result of applying the program against no action than su-
periority of the Turn-mob program over the usual treatment

Diagnostic demarcation

Population selection method

Prognostic stratification

Two patients were excluded due to 
pneumonia within the first 48 hours

Post-stroke

Nosocomial pneumonia
Its presence was verified 

by X-ray upon clinical evidence 
and at discharge.

All cases occurred during 
hospital stay 

12.6 versus 26.8 %

III
II
I

b = usual care

a =  turn mob

Figure 3 Characteristics that have to be considered in 
the outcome: there is no possibility of having diferentially 
detected nosocomial pneumonia, since all patients un-
derwent chest X-rays at discharge or upon the slightest 

clinical suspicion. Similarly, there is no problen due to pa-
tient losses; only 2 cases were excluded out of a total of 
225 and due to the presence of pneumonia wlthin the  rst 
48 hours of hospital admission

Analysis According to Adherence

The last aspect is the analysis according to adherence, 
which shows clearly that the Turn-mob program was 
carried out in the intent-to-treat modality, since all 
patients were assessed in each one of the groups they 
were assigned, regardless of whether in the group 
with the standard maneuver they received it or not, 
as it could have been the case, with the consequent 
performance bias.  

 Final Comments

As we can observe, the analysis of a research article 
or work according to the design used is complemen-
tary to the analysis made on the basis of the causality 
architectural model; on the other hand, statistical and 
clinical relevance considerations will have to be taken 
into account. Without any doubt, the performance of 
a structured analysis requires time and knowledge 
and with no doubt it is more enrichening than just 
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Figure 4 Clinical trial characteristics in paralell to clinical reasoning

accepting a foreign and super  cial quality judg-
ment, as it is pretended in the classi  cation by level 
of evidence. On the other hand, keep in mind that 
although every article speci  cally tries to answer 

one question, it happens to contain a large amount 
of useful information for the clinician, such as epi-
demiological and clinical aspects of the pathology 
under study. 

Clinical trial Experimental

Informed consent
Random assignment of the maneuver 

Relativity of the comparison

Blinding of the maneuver

Early termination

Analysis according to adherence

Excess of adverse events 
Early evidence of difference between groups

Efficacy      Effectivity       Efficiency

Longitudinal Prolective Comparative

Baseline state 

a

b

Single-blind      Double-blind    Triple-blind    Double-dummy

Intent-to-treat 
Per-protocol

R

References

Talavera JO. Clinical research I. The importance of the research design. Rev 
Med Inst Mex Seguro Soc. 2011;49(1):53-8.

Talavera JO, Wacher-Rodarte NH, Rivas-Ruiz R. Clinical research III. The 
causality studies. Rev Med Inst Mex Seguro Soc. 2011;49(3):289-94.

Feinstein AR. Clinical epidemiology. The architecture of clinical research. 
Philadelphia: WB Saunders; 1985.

Feinstein AR. Clinical biostatistics. Washington: C.V.Mosby; 1977.
Rothman KJ, Greenland S, Lash TL. Modern Epidemiology. Third ed. 

Baltimore: Williams & Wilkins; 2008.
Portney LG, Watkins MP. Foundations of clinical research: applications to 

practice. Third edition. Pearson/Prentice Hall; 2009.
Talavera JO, Rivas-Ruiz R. Clinical research VIII.Structured review of an 

article. Rev Med Inst Mex Seguro Soc. 2012;50(2):163-6.
Talavera JO, Rivas-Ruiz R. Clinical research IX.From the clinical judgment to 

the clinical trial. Rev Med Inst Mex Seguro Soc. 2012;50(3):267-72.



Pediatric neonatologist 
in the Hospital de 
Pediatría, CMN 
SXXI, IMSS. He 
holds a master in 
Clinical Research 
from the Universidad 
Autónoma del Estado 
de México (UAEM), 
and is candidate for 
a doctorate in Clinical 
Epidemiology at the 
Universidad Nacional 
Autónoma de México 
(UNAM). Member of the 
Sistema Nacional de 
Investigadores (SNI). 
Professor in the School 
of Medicine at UNAM, 
and in the master in 
Clinical Research IMSS-
Instituto Politécnico 
Nacional (IPN). He also 
belongs to the CAIC.

Nutriologist from 
the Escuela de 
Dietética y Nutrición 
(School of Dietetics 
and Nutrition) of the 
Instituto de Seguridad 
y Servicios Sociales 
de los Trabajadores 
del Estado (ISSSTE). 
She has a master in 
Clinical Epidemiology 
from UNAM, and is 
currently studying the 
Doctorate in Clinical 
Epidemiology (also at 
UNAM). She teaches 
Classical Epidemiology 
in the master in Clinical 
Research IMSS-IPN, 
and belongs to the 
CAIC.

General and adolescent 
psychiatrist from the 
Instituto Nacional de 
Psiquiatría Ramón 
de la Fuente Muñiz 
(INPRFM)-UNAM.
He has the degree 
of master in Medical 
Sciences from INPRFM-
UNAM. Currently, he is 
studying the Doctorate 
in Health Sciences- 
Clinical Epidemiology 
(UNAM). He is professor 
of several curses of 
Psychiatry (INPRFM-
UNAM), of the Master 
in Clinical Epidemiology 
(UNAM), and of the 
master in Clinical 
Research (IMSS-IPN). 
He belongs to the SNI, 
and collaborates with 
the CAIC team.

She holds a bachelor’s 
degree in Nutrition 
from the Universidad 
Iberoamericana. She 
has a master’s and a 
doctor’s degree both in 
Health Sciences from 
UNAM. She has worked 
in the Instituto Nacional 
de Ciencias Médicas 
y Nutrición Salvador 
Zubirán (INCMNSZ) 
(Salvador Zubirán 
National Center of Medical 
Sciences and Nutrition); 
in the CMN SXXI, IMSS; 
and in several private 
institutions. Currently, 
she has her own practice, 
and is the Director of 
the Licenciatura en 
Nutrición (bachelor’s 
in Nutrition) at the 
Universidad Tecnológica 
de México (UNITEC). 
She collaborates with the 
CAIC.

He is an internal 
medicine specialist, 
and holds a master in 
Medical Sciences (both, 
from UNAM). He is the 
Head of the Clinical 
Epidemiology Research 
Unit at the Hospital de 
Especialidades (CMN 
SXXI). Professor of 
Clinical Epidemiology, 
and Evidence-based 
Medicine (UNAM). He 
also teaches the master 
and doctorate programs 
in Clinical Epidemiology, 
and the course 
Clinimetría (Clinimetry) 
in the Master in Health 
Sciences (UNAM). He is 
a member of the SNI.

She has a bachelor’s 
degree in International 
Relations, and a 
master’s degree in 
North-American Studies 
both from Universidad 
de las Américas-
Puebla. Currently, 
she is the Head of the 
Área de Vinculación 
Internacional
(Department of 
International Relations), 
which belongs to 
the Coordinación de 
Investigación en Salud 
(Health Research 
Coordination), IMSS. 
She is responsible for 
the support programs 
and the management 
for international 
cooperation. She has 
experience in the public 
sector, and collaborates 
with the CAIC.

Rodolfo Rivas Ruiz Carla Martínez 
Castuera Gómez

Niels H. Wacher 
Rodarte

Marcela Pérez 
Rodríguez

Lino Palacios Cruz Laura Paola Bernal 
Rosales

Juan O. Talavera 

Internal medicine 
specialist, dedicated to 
teaching and to clinical 
research. He was 
born in Mexico City in 
1965. Since 2010, he 
is part of the Centro 
de Adiestramiento en 
Investigación Clínica 
(CAIC) (Training Center 
for Clinical Research), 
which is located at the 
Centro Médico Nacional 
Siglo XXI (CMN 
SXXI), and belongs 
to the Coordinación 
de Investigación en 
Salud (Health Research 
Coordination) from the 
Instituto Mexicano del 
Seguro Social (IMSS).

Authors

lau.pao.br@gmail.compalacioslino@gmail.commarxelapr@gmail.comcmartinez.imss@gmail.comnwacher@hotmail.comrivasrodolfo@gmail.comjotalaverap@uaemex.mx


